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Abstract—This paper presents a calibration method for consumer-grade accelerometers, gyroscopes, and magnetometers. Considering the calibration of consumer-grade sensors, it is essential that no specialized equipment is required to create reference signals. In addition, the less is required from the reference signals, the more suitable the method is on the field. In the proposed method, the novelty in the calibration of the gyroscopes lies in the exploitation of only the known net rotations between the positions in a multi-position calibration. For accelerometers and magnetometers, the innovation is that the direction of reference signals, the gravity and the magnetic field of the Earth, are estimated with calibration parameters. As a consequence, no precise absolute alignment of the sensors is needed in the calibration. The rotations need not be done about a constant axis. In the proposed method, the biases, scale factors, misalignments, and cross-coupling errors for all the sensors as well as hard iron and soft iron effect for magnetometers were modelled. In addition, the drift of the sensors during the calibration was estimated. As a result, all the sensors were calibrated at once to the same frame, exploiting only a cube and a jig and thus, the method is eligible in the field. To estimate the quality of the calibration results, 95 % confidence intervals were calculated for the calibration parameters. Simulations were done to indicate that the calibration method is unbiased.

Index Terms—Multi-position calibration, inertial measurement unit (IMU), accelerometer, gyroscope, magnetometer, confidence interval.

I. INTRODUCTION

This paper presents a calibration method for consumer-grade triaxial accelerometers, gyroscopes, and magnetometers. In general, the goal of the calibration is to estimate as many systematic sensor errors as possible. In practice, the raw output of the sensor is compared with a known input, the reference signal, to find the errors and adjust the sensor. The calibration methods of accelerometers, gyroscopes, and magnetometers are often based on multi-position calibration [2], [3], where the fixed sensor assembly is kept in a number of different attitudes with respect to the reference signal. The reference signals can be either artificially created or associated to the Earth or both. For consumer-grade sensors, it is an advantage if the reference signals require no excessive equipment—such as a turn table or a Helmholtz coil. In addition, it is often desirable that the calibration method is applicable on the field. In general, the less is required from the reference signals, the better the method is on the field.

A great number of calibration methods concerning the accelerometers, gyroscopes, and magnetometers can be found in the literature. Consumer-grade calibration methods [4]–[23] with the proposed method are summed up in Table I. In general, the calibration measurements, together with the sensor error models, determine the systematic sensor errors that can be detected.

The proposed gyroscope calibration method rely only on known net rotations, which can take place on the field, for example, by exploiting a cube and a jig. This approach differs from those shown in [4]–[8], [14], [15], see Table I. The method described in [9] also exploits known net rotations to estimate gyroscope scale factors and biases. In addition, the proposed method models misalignments and cross-coupling errors.

The accelerometers are calibrated with the aid of gravity. The direction of gravity need not be known (accurately). Instead, an initial guess indicating the positive direction of the gravity is enough. The calibration parameters and the direction of the gravity are estimated simultaneously by minimizing the residual of an overdetermined system of equations obtained by changing the position of the sensors with rotations. This is the novelty compared to the methods presented in [4]–[13], [16]. Again, net rotations need be known. The magnitude of the gravity need also be known to adjust the accelerometers to specific unit. (For estimation of the gravity, see for example [24].)

Reference [10] presents a nine-parameter calibration method with a necessary and sufficient condition to determine whether the calibration of accelerometers is possible or not. In our case a twelve-parameter sensor error model is exploited. The quality of the parameters is estimated with 95 % confidence intervals. In addition, the estimated direction of gravity can be compared to (an externally) measured value.

Some calibration methods for magnetometers are presented in [16]–[20]. In [16] an auxiliary vector (for example a known attitude or calibrated sensor measurements), whose component in the direction of the magnetic field is constant, is needed to calibrate the magnetometers. References [17]–[20] exploit the magnitude of the magnetic field. The adjustment is done in a frame specified by the physical alignment of the sensor triad. The proposed method exploits the magnetic field of the Earth as reference signal enabling the adjustment to a
known sensors’ frame, see Fig.1. As with the accelerometers, direction of the reference signal need not be known in advance. This is important since the explicit specification of magnetic field direction may not be possible without measurement equipments. However, to adjust the magnetometers to specific unit, the magnitude of the magnetic field need be known. (For measured data and estimations of the Earth magnetic field, see for example [25].)

The methods presented in [21]–[23] calibrates accelerometers, gyroscopes, and magnetometers, which is also the goal here. In our approach, the calibration of accelerometers, gyroscopes, and magnetometers do not depend on each other. The sensors are calibrated all at once to the same frame exploiting only a cube and a jig. This is a step forward to the calibration techniques presented in [21]–[23].

To sum up, the novelties of the proposed method are:

- The known net rotations in multi-position calibration are exploited to calibrate the gyroscopes. A possible mistake in the calibration process can be easily detected.
- The calibration model for accelerometers and magnetometers enables to estimate the direction of the reference signals simultaneously with the calibration parameters. A reference or measured value of magnitude is needed only for the gravity and magnetic field. In addition, there is a freedom in choosing the plane, where the calibration rotations take place, making the approach suitable for field conditions.
- The confidence intervals of calibration parameters provide us with a quality estimate.

This paper is organized as follows: A calibration system is presented in section II, and the calibration models and solution methods in section III and IV. The simulations and test calibrations are discussed in sections V and VI, and the results and conclusions are shown in sections VII and VIII, respectively. In addition, Appendix A and B present the derivation of the confidence intervals for the calibration parameters.
II. Calibration System

In the proposed calibration method the accelerometers, gyroscopes, and magnetometers are kept in a number of different positions. The net rotations between the positions are known accurately and are used as a reference for gyroscopes. For accelerometers and magnetometers, the reference signals are the gravity and the magnetic field of the Earth, respectively. As consumer-grade sensors are considered, the angular velocity of the Earth is neglected. This is done to keep the calibration models simple. However, if more accurate sensors are considered, the angular velocity of the Earth should be modelled. In that case, it may also be reasonable to exploit a more accurate sensor error model, for example, to take the g-dependency of gyroscopes into account. However, this makes the calibration of the gyroscopes dependent on the acceleration measurements.

This paper presents an example, where in total 24 different positions and 23 known net rotations between the positions are exploited, see Fig. 1. The positions are known with respect to calibration frame, see Fig. 2. The rotations between the positions can be done manually. The consecutive positions are chosen to differ 90 deg. from each other to keep the calibration simple to execute. However, the rotations between the position can be done freely (need not be done about a constant axis), provided that the measurement range of the gyroscopes does not exceed. In practice, the sensor assembly was attached inside a cube, which was rotated against a jig.

In all 24 positions, the sensors are kept stationary for about 5000 samples (5 seconds) to reduce the effect of the noise by averaging the acceleration and magnetic field measurements. The rotations between the positions cover both positive and negative measurement directions of the gyroscopes and correspondingly the positions cover both positive and negative measurement directions of accelerometers and magnetometers. The time to carry out the calibration measurements is about four minutes.

After the 24th position, the sensors can be rotated back to the first position to estimate the possible temporal instability of the sensors: when a sensor is in the same position again, the output of the sensor should be the same again in absence of drift. This holds for gyroscopes and for accelerometers and magnetometers in a constant field. For example, rise or decrease of the temperature of consumer-grade sensors can cause drift. Since two positions are exploited to observe drift, it is modeled with an affine function. The adjustment is done on raw sensor measurements.

In proposed method, all the sensors will be adjusted to sensors’ frame, see Fig. 1. Care must be taken when assembling the measurement device inside the cube to keep the information about the axes of sensors’ frame of the measurement device, if the measurement device is removed from the cube after the calibration.

III. Calibration Models

In this section the sensor error model is first introduced and thereafter the calibration models are constructed for gyroscopes, accelerometers, and magnetometers. In the models, all the reference signals are presented in the same frame, implying that all the sensors are calibrated to the same frame (sensors’ frame), see Fig 1. In general, the different sensor triads should be adjusted to the same frame or alternatively the rotations between the different frames should be known, if the sensors are exploited together as for example accelerometers and gyroscopes are exploited in inertial navigation. If not adjusted or the rotations are not known, inter-sensors alignment errors occur.

A. Sensor error model

Two calibration parameters, a constant scale matrix \( S_i \) ∈ \( \mathbb{R}^{3 \times 3} \) and bias \( b_i \) ∈ \( \mathbb{R}^3 \), are estimated for accelerometers, gyroscopes, and magnetometers. The sensor error model [2] for each sensor is

\[
\tilde{f}(t) = S_i f(t) + b_i + \epsilon(t),
\]

where the elements of \( \tilde{f}(t) \) ∈ \( \mathbb{R}^3 \) are the raw outputs of the triaxial sensor, \( f(t) \) ∈ \( \mathbb{R}^3 \) is a corresponding adjusted output, and \( \epsilon(t) \) is noise, \( \epsilon(t) \sim \mathcal{N}(0, \Sigma) \). In addition, \( S_i \) is nonsingular for nearly orthogonal triad of similar sensors.

To adjust the output of the sensors, it is enough to find \( S_i \) and \( b_i \). However, it is possible to choose different decompositions for \( S_i \), which lead to different interpretations of the calibration parameters. In this paper \( S_i \) is chosen to be \( S_i = D_i (D_i^{-1} S_i) \), where \( D_i \) is a diagonal matrix. Its diagonal elements are the norms of the columns of \( S_i \), that is, the scale factors of the sensors. The matrix \( (D_i^{-1} S_i) \) models the
cross-coupling errors and misalignments of the sensors. This approach is unambiguous in the sense that there is no need to fix any of the measurement axis of the sensor triad. For magnetometers, \((\mathbf{D}_B^{-1}\mathbf{S}_B)\) and \(\mathbf{b}_B\) model also hard iron and soft iron effect caused by magnetic material [20]. However, the sensor error model models the hard iron and soft iron effect properly, if magnetic material is "on board" that is, there is no translation and no rotation between magnetometers and the magnetic materials.

### B. Calibration model for gyroscopes

The calibration parameters of the gyroscopes are estimated simultaneously with the attitude from the measured angular velocity data and the known net rotations. The position measurements between the calibration rotations are excluded. This is done to reduce the effect of the possible remaining drift on the results and to keep the problem reasonable size.

In general, the attitude can be solved from a differential equation, if the angular velocity over an interval in question is known, the quaternions can be solved from an initial value problem with the differential equation [2]

\[
\dot{\mathbf{q}}(t) = \frac{1}{2} \mathbf{W}(\mathbf{\omega}(t)) \mathbf{q}(t) \quad \forall \ t \in [t_0, t_1] \tag{2}
\]

where the elements of the matrix \(\mathbf{W}\) are the given (adjusted) angular velocity \(\mathbf{\omega}\) components

\[
\mathbf{W}(\mathbf{\omega}(t)) = \begin{bmatrix}
0 & -\omega_z(t) & -\omega_y(t) & -\omega_x(t) \\
\omega_x(t) & 0 & -\omega_z(t) & \omega_y(t) \\
\omega_y(t) & \omega_z(t) & 0 & -\omega_x(t) \\
\omega_z(t) & -\omega_y(t) & \omega_x(t) & 0
\end{bmatrix}
\]

and \(\mathbf{q}\) is subject to the normality constraint

\[
\|\mathbf{q}(t)\| = 1 \quad \forall \ t \in [t_0, t_1]. \tag{3}
\]

Exploiting the sensor error model (1), the adjusted angular velocity \(\mathbf{\omega}(t)\) in (2) is \(\mathbf{\omega}(t) = \mathbf{S}_\omega^{-1}(\mathbf{\omega}(t) - \mathbf{b}_\omega)\). To approximate the solution of (2) with \(\mathbf{S}_\omega^{-1}\) and \(\mathbf{b}_\omega\) (for gyroscopes, instead of \(\mathbf{S}_\omega\), it is more convenient to estimate matrix \(\mathbf{S}_\omega^{-1}\), which is actually needed to adjust the gyroscopes), (2) need be given as a discretized system of equations. This can be done by applying a trapezoidal rule [26] to (2). The trapezoidal rule is symmetric for forward and backward process and this property is natural here, since the attitude for all time instances and the calibration parameters are estimated simultaneously. To require that the trapezoidal rule is satisfied approximately over the time interval \([t_0, t_1]\), the following residual equation is obtained

\[
\mathbf{r}_1(x) = \begin{bmatrix}
\frac{h}{2} \mathbf{W}(\mathbf{\omega}_1) + \mathbf{1} & \mathbf{q}_1 + \frac{h}{2} \mathbf{W}(\mathbf{\omega}_2) - \mathbf{1} & \mathbf{q}_2 \\
\frac{h}{2} \mathbf{W}(\mathbf{\omega}_3) + \mathbf{1} & \mathbf{q}_3 + \frac{h}{2} \mathbf{W}(\mathbf{\omega}_4) - \mathbf{1} & \mathbf{q}_4 \\
& & \ddots \\
\frac{h}{2} \mathbf{W}(\mathbf{\omega}_{N-1}) + \mathbf{1} & \mathbf{q}_{N-1} + \frac{h}{2} \mathbf{W}(\mathbf{\omega}_N) - \mathbf{1} & \mathbf{q}_N
\end{bmatrix}, \tag{4}
\]

where \(\mathbf{r}_1\) is the residual, \(\mathbf{x} = [\mathbf{q}_1^T \mathbf{q}_2^T \ldots \mathbf{q}_N^T \mathbf{s}_\omega^T \mathbf{b}_\omega^T]^T\), \(\mathbf{I}\) is a 4 \(\times\) 4 identity matrix, and \(h = t_i - t_{i-1}\) is the step size. In \(\mathbf{x}\), the vector \(\mathbf{s}_\omega \in \mathbb{R}^9\) contains the columns of \(\mathbf{S}_\omega^{-1}\). Equation (4) is non-linear, since in addition to the angular velocity measurements, the matrix \(\mathbf{W}\) depends on unknown calibration parameters.

The trapezoid rule residual in expression (4) attains the zero value with a number of arguments, i.e. the corresponding equation is underdetermined with \(4(N - 1)\) residual equations and \(4N + 12\) unknowns, where \(N\) is the number of time indices. The trapezoid rule residual is therefore supplemented with a residual to account for the known net rotations. The initial attitude in the calibration coincides with a reference frame (the calibration frame in the next section), hence a quaternion corresponding the first attitude, is trivial. A forward ODE solution of (2) with pre-adjusted angular velocity data (in pre-adjustment, the gyroscopes are adjusted with the scale factors and biases taken from the data sheet of the sensor and estimated from static sensor measurements, respectively) approximates the quaternion at the end of the first rotation, and the exact end attitude can then be represented by the nearby quaternion of the correct branch. Subsequent reference quaternions at the end of each net rotation are determined similarly and gathered into \(\mathbf{x}^*\). With this method the determination of reference quaternions can be automated.

All the quaternions to be estimated are included in \(\mathbf{x}\), and a binary matrix \(\mathbf{G}\) is constructed to associate the very first and then the last quaternion estimate of each rotation to the corresponding 24 reference values. The supplementary attitude residual can be expressed as

\[
\mathbf{r}_2(\mathbf{x}) = \mathbf{G}\mathbf{x} - \mathbf{x}^*. \tag{5}
\]

The proposed method integrates the measured angular velocity to find the attitude and the calibration parameters. Possible drift in measurement data can affect the estimated calibration parameters. However, the drift of the sensors is compensated as explained in section II. In addition, the output of the gyroscopes need to be integrated only over the each rotation period between the positions. The rotation time is kept short, about two seconds per rotation. If the integration time and thus the possible errors caused by the drift are to be reduced, it is also possible to do faster rotations, if the measurement range of gyroscopes permits. On the other hand, if the drift is random, the redundant rotations compensate the effect of the drift to calibration parameters.

In the next section, attitudes and the calibration parameters (vector \(\mathbf{x}\)) are estimated by minimizing the sum of squared residual norms \(\|\mathbf{r}_1(\mathbf{x})\|\) and \(\|\mathbf{r}_2(\mathbf{x})\|\) with different weight.

### C. Calibration models for accelerometers and magnetometers

Accelerometers and magnetometers are calibrated independently, but the calibration method is the same for both sensor. The calibration parameters are estimated from the means of the reference signal (the gravity and the magnetic field of the Earth) measurements made in the 24 different positions. The method also estimates the direction of reference signals and thus they need be known only approximately in advance.

\(^2\)The quaternions \(\mathbf{q}\) and \(-\mathbf{q}\) always correspond to the same attitude.
However, the magnitudes of reference signals must be known to adjust the sensors to specific units.

To construct the calibration models for accelerometers and magnetometers, the rotation between two reference frames is expressed by a direction cosine matrix \( \mathbf{C}(t) : \mathbb{R} \to \mathbb{R}^{3\times3} \). The matrix \( \mathbf{C}_l^c(t_k) \) maps the references from local frame, where the reference signals are presented, to the calibration frame, where the calibration rotations, presented in Fig. 1, are specified. The matrix \( \mathbf{C}_c^s(t_k) \) maps the references from calibration frame to the sensors’ frame, whose axes are shown in Fig. 1. With this notation, the calibration models for triaxial accelerometer and magnetometer at each unknown position are

\[
\dot{\mathbf{g}}(t_k) = \mathbf{S}_a \mathbf{C}_c^s(t_k) \mathbf{C}_l^c \mathbf{g} + \mathbf{b}_a + \epsilon_a \tag{6}
\]

\[
\mathbf{B}(t_k) = \mathbf{S}_B \mathbf{C}_c^s(t_k) \mathbf{C}_l^c \mathbf{B} + \mathbf{b}_B + \epsilon_B, \tag{7}
\]

respectively. On the left in (6) and (7) \( \dot{\mathbf{g}} \) and \( \mathbf{B} \) are the means of the gravity and the magnetic field measurements and on the right \( \mathbf{g} \) and \( \mathbf{B} \) are the corresponding references. For the meaning of \( \mathbf{S}_a, \mathbf{b}_a, \) and \( \epsilon_a \), see eq. (1).

The matrix \( \mathbf{C}_l^c \) can be given in terms of two inclination angles as

\[
\mathbf{C}_l^c = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & \sin \alpha \\ 0 & -\sin \alpha & \cos \alpha \end{bmatrix} \begin{bmatrix} \cos \beta & 0 & -\sin \beta \\ 0 & 1 & 0 \\ \sin \beta & 0 & \cos \beta \end{bmatrix} \begin{bmatrix} \cos \alpha & 0 & -\sin \alpha \\ 0 & \cos \alpha & \sin \alpha \\ \sin \alpha \sin \beta & \cos \alpha \sin \beta & \cos \alpha \cos \beta \end{bmatrix}.
\]

If the calibration frame and the local frame coincide, the angles \( \alpha \) and \( \beta \) are zero and \( \mathbf{C}_l^c \) is an identity matrix, see Fig. 2. This holds approximately for calibration of accelerometers considered in the results section VII. The local plane is chosen so that the reference in question is perpendicular to it.

![Calibration plane and local plane](image)

Fig. 2. The calibration plane and the local plane with corresponding frames.

The angles \( \alpha \) and \( \beta \) of the matrix \( \mathbf{C}_l^c \) could be measured with other methods. However, the calibration is to be independent from additional measuring devices and thus the angles are estimated by the calibration routine. The matrix \( \mathbf{C}_c^s(t_k) \) (the mapping between the calibration and sensors’ frame) is known from Fig. 1, but it can also be determined exploiting the angular velocity measurements explained in section III-B. The first position is chosen to be the calibration frame. Hence, the calibration and sensors’ frame are chosen to coincide at the first position in Fig. 1, implying that \( \mathbf{C}_c^s(t_1) \) is the identity matrix.

As there are three equations per position, the total number of equations in calibration model is \( 3 \times 24 = 72 \). The number of unknowns is 14, meaning that the system of equations is overdetermined.

During the calibration measurements it is assumed that reference signals are constant. This holds very accurately for gravity. Instead, the magnetic field of the Earth can change as a function of position. The changes in position can be eliminated by keeping the magnetometers in the same place in every position. This can be done installing the magnetometers in the centre of the cube and setting the cube to the same place after every rotation.

## IV. Solution methods

The solution method is first given for the calibration model of the gyroscopes and thereafter for the accelerometers and magnetometers. In both cases, the residual norms of the calibration models are minimized, but different methods are applied.

### A. Gyroscopes

To calibrate the gyroscopes, two residuals were derived, namely the expression (4) and the expression (5). The norms of the residuals can be minimized to find the attitudes and especially the calibration parameters. However, if the residual norms are to be satisfied with different accuracy, the weight between different residual norm can be set. Technically, this can be done with Tikhonov regularization.

A Tikhonov regularization problem [27] for residuals (4) and (5) can be given as

\[
\hat{x}_\lambda = \arg \min_x \left\{ \| \mathbf{r}_1(x) \|^2_2 + \lambda \| \mathbf{r}_2(x) \|^2_2 \right\}. \tag{9}
\]

where the real parameter \( \lambda > 0 \) is called the regularization parameter. The regularization parameter weights the latter residual norm compared to the first residual norm. Accordingly, the greater the \( \lambda \), the more the latter equation is weighted and thus the more the known positions are trusted. In addition, all the positions are weighted equally.

As the minimization problem (9) is non-linear, an iterative method is needed to find an approximative solution for it. In this case, Gauss-Newton [28] is applied. For this, the minimization problem (9) is rewritten in a least squares form

\[
\hat{x}_\lambda = \arg \min_x \left\| \mathbf{r}_1(x) \right\|^2_{\lambda^{1/2}}. \tag{10}
\]

Gauss-Newton needs Jacobian matrix and an initial guess to operate. The Jacobian matrix \( \mathbf{J} \) of (10) is

\[
\mathbf{J} = \left[ \frac{d}{dx} \mathbf{r}_1(x) \right]. \tag{11}
\]

To choose the initial guess \( x_0 \) for Gauss-Newton, the quaternions were solved as an initial value problem from (2) with initial value \( q_0 = [1 \ 0 \ 0 \ 0]^T \) (for this choice the calibration and the sensor frame are parallel in the first (initial) position in Fig. 1 and pre-adjusted angular velocity \( \omega \). In pre-adjustment, the angular velocity measurements were adjusted with the scale factors given by the data sheet of a manufacturer [29] and the biases estimated from static sensor measurements. The solution of the initial value problem with the scale factors...
and biases were used as initial guess $x_0$ for Gauss-Newton (the off-diagonal elements of $S_\Sigma^{-1}$ were set to zero in initial guess $x_0$). The more accurate initial guess for attitude can be obtained solving the initial value problem (2) over the each calibration rotation separately exploiting corresponding known position as an initial value.

The solution method does not guarantee that the normality condition (3) holds exactly. However, the norm of estimated quaternions differed from one in order of $10^{-5}$ including the rounding errors. However, if the difference is to be reduced, one possibility is to add residuals of pseudo-measurements $q_i^T q_i = 1$ in latter residual norm in (9). This brings the norm of the quaternion closer to one.

1) Finding regularization parameter $\lambda$: There are several methods to find the regularization parameter $\lambda$. Perhaps the most popular ones are quasi-optimality criterion, generalized cross-validation, and L-curve criterion [27]. It turned out that, in this case, the L-curve criterion did not work. It also turned out that if $\lambda$ was changed within the interval $10^{-8}$-$10^8$ the corresponding changes in the calibration parameters were observed at third decimal. In addition, for small and great parameter values the calibration parameters saturated, that is, they did not change. Since the net rotation and thus the reference positions are known accurately, indicating a great parameter value, the $\lambda$ was chosen from the greater saturation point. In practice, the $\lambda$ was sought by increasing it and calculating the calibration parameters until they saturated. For this technique the parameter value $\lambda = 10^{-1}$ was found and used to calculate the calibration parameters.

B. Accelerometers and magnetometers

The calibration parameters of the accelerometers and the magnetometers are estimated from the calibration models (6) and (7), respectively. Since the calibration models are non-linear, an iterative method is needed to find the calibration parameters. If information about the reliability of the measurements is available, a weight matrix can be exploited to take the unreliability of the calibration measurements into account. The measurements of better quality will be weighted more than the measurements of lower quality.

For presentational reasons, let us write both calibration models (6) and (7) in a form $y = h(x)$. Its residual $p(x)$ is

$$p(x) = h(x) - y.$$  \hfill (12)

To find an estimate for the calibration parameters $x$, it is possible to look for a solution for a non-linear generalized least squares problem

$$\hat{x} = \arg \min_x \left\{ p(x)^T W p(x) \right\}.$$  \hfill (13)

where $W$ is the weight matrix. The algorithm to solve the non-linear generalized least squares problem goes as follows [30]:

1) Choose an initial guess $x_0$ and a suitable stopping criterion $\delta$. Set $k = 0$.

2) Compute the Jacobian matrix $J_k = \frac{\partial h}{\partial x} (x_k)$$$

3) Compute $x_{k+1} = x_k - \Delta x_k$, where $\Delta x_k$ is the linear solution of $(J_k^T W J_k) \Delta x_k = J_k^T W p(x_k)$.

4) If stopping criterion $||x_{k+1} - x_k|| \leq \delta$ is not met, set $k = k + 1$ and continue from step 2). Otherwise discontinue the iteration.

In the generalized least squares problem, the weight matrix $W$ is the inverse of the variance-covariance matrix of the measurements $\Sigma$. In general, $\Sigma$ is not usually known for sure, but in some case it can be approximated. In this case, $3 \times 3$ diagonal blocks of $\Sigma$ concerning three sets of measurements in each position is approximated with their sample covariance matrix multiplied by $1/n$, where $n$ is the number of samples in each static sensor measurement. The multiplication by $1/n$ is an effect of the exploitation of the sample means in the calibration, and is explained more detailed in Appendix A. The measurements concerning different positions are assumed independent, meaning that the off-diagonal blocks of $\Sigma$ are zeroes. The method is akin to maximum likelihood estimation.

The initial guess was chosen by exploiting data sheets of the sensors and the knowledge that the directions of the measurement axes of the sensors are close to the axes of sensors’ frame: The biases and the scale factors given by data sheets were used for the initial guess of $b_i$ and diagonal elements of $S_i$. The off-diagonal elements of $S_i$ and the angles $\alpha$ and $\beta$ were set to zero.

If the direction of the sensors’ axes are not close to the axes of sensors frame, the off-diagonal elements of $S_i$ are not approximately zero. If the angles $\alpha$ and $\beta$ can be estimated roughly with some other method, the problem becomes linear. The solution of linear estimation problem can be exploited for the initial guess of the non-linear minimization problem.

V. SIMULATIONS

Actual sensor measurements cannot be exploited to show if the proposed calibration method is unbiased or not, since the true calibration parameters are not known. To take a stand on the unbiasedness of the method, simulations were done.

A. Simulation of gyroscope measurements

To test the unbiasedness of the calibration method of the gyroscopes, the angular velocity data of calibration rotations was generated. Each rotation was generated exploiting Rodrigues’ rotation formula. The rotation axis was made to change its direction during the rotation to make the generated angular velocity more realistic. The corresponding angular velocity measurements were created exploiting the sensor error model (1) with the generated angular velocity and the known calibration parameters (shown in the Table VI). The noise in sensor error model was chosen to be normally distributed with a variance of the order of the pre-adjusted measurements ($4 \times 10^{-4}$ (rad/s)$^2$). With this setup, the simulation was repeated 100 times with different noise realizations. A separate simulation was done to estimate the 95% confidence intervals of the calibration parameters for gyroscopes. For this the angular velocity data was created and it was chosen to be sine and cosine functions. The corresponding angular velocity measurements were created exploiting the sensor error
model (1) with the angular velocity data and the known calibration parameters. The attitude was estimated from the adjusted angular velocity measurements (the adjustment was done by exploiting the estimated calibration parameters) with the known initial and final attitudes. The confidence intervals were calculated for the estimated calibration parameters with 100 different noise realizations. The simulation results are shown in section VII-C.

B. Simulation of accelerometer and magnetometer measurements

To study the calibration method of accelerometers and magnetometers, measurement data was created. The calibration models (6) and (7) were used with the magnitudes of the reference \( \|g\| = 9.80665 \, \text{m/s}^2 \) and \( \|B\| = 51000 \, \text{nT} \) and the known calibration parameters (presented in the Table VI). The angles \( \alpha \) and \( \beta \) were set 15 and 10 deg. and the noise was normally distributed with variances of the order of the real measurements (\( 2 \times 10^{-8} \, \text{V}^2 \) for accelerometers and \( 6 \times 10^{-8} \, \text{V}^2 \) for magnetometers). The simulations were repeated 1000 times with different noise realizations. The results are shown in section VII-C.

VI. Tests

The proposed calibration method was tested with four custom-built measurement units (size 17 cm by 2 cm and mass 13 g without battery), that contained a triaxial \( \pm 16 \, \text{g} \) accelerometer [31], three \( \pm 105 \, \text{rad/s} \) gyroscopes [29], and a triaxial \( \pm 0.6 \, \text{mT} \) magnetometer [32]. The analog signals of the sensors were converted to digital form with a 24-bit AD-converter at 1 kHz sampling frequency. The aluminium cube, exploited in calibration measurements, is shown in Fig. 3 with four measurement units. The same measurement unit was used in [33] to analyse javelin throwing mechanics.

![Fig. 3. The cube with four measurement units.](image)

Since the estimated calibration parameters do not alone give information whether the calibration was successful or not, it is important to verify and produce information about the quality of the calibration parameters. In this paper this is done as follows:

- The estimated angles \( \alpha \) and \( \beta \) (the direction of the gravity) in calibration of accelerometer were used as a criterion for a successful calibration, since they can be measured with other methods and compared to the estimated angles. In addition, if more than one measurement unit is calibrated at the same time, the angles of different measurement units are the same (if there are no unmodelled sensor errors present) in successful calibration.

- Confidence intervals for calibration parameters of accelerometers, magnetometers, and gyroscopes were also calculated. Especially, the confidence intervals of biases give information about the quality of the calibration parameters.

The calibration method was tested on a horizontal plane and on an inclined plane. In addition, the robustness of the method was studied.

VII. Results

In this section, the calibration and simulation results are given and discussed.

A. Calibration results of a horizontal plane

An example of calibration parameters of the gyroscopes, accelerometers, and magnetometers (measurement unit 1 in Table IV) are given in Table II with 95 \% confidence intervals. The calibration parameters were estimated from calibration rotations made manually on a plane, which was set horizontal with spirit level with \( \pm 0.2 \, \text{deg.} \) accuracy. In the calculation, the calibration parameters converged (towards optimal solution) in less than 8 iterations. The magnitudes of the reference signals were \( \|g\| = 9.80665 \, \text{m/s}^2 \) and \( \|B\| = 51000 \, \text{nT} \). The magnitude of \( \|B\| \) was taken from [34]. Derivation of the confidence intervals is presented in Appendix A for accelerometers and magnetometers and in Appendix B for gyroscopes.

In the calibration of the gyroscopes, the calibration parameters \( S_{\omega}^{-1} \) and \( b_{\omega} \) were first estimated from the pre-adjusted angular velocity measurements\(^3\), and the known positions. Thereafter, \( D_{\omega} \) and \( D_{\omega}^{-1} S_{\omega} \) were calculated from \( S_{\omega}^{-1} \). Due to the pre-adjustment, \( D_{\omega} \) can be interpreted as scale factor error and \( D_{\omega}^{-1} S_{\omega} \) as misalignments and cross-coupling errors of the pre-adjustment. For accelerometers and magnetometers, the calibration parameters \( D_{J}, D_{J}^{-1} S_{J}, \) and \( b_{J} \) were estimated from raw sensor measurements.

The confidence intervals of the calibration parameters of gyroscopes were not calculated from the calibration measurements, since this led to a problem of prohibitive size. For this reason a separate test measurement, in which the gyroscopes were randomly rotated for about 5 seconds, was done to estimate the confidence intervals. The attitude was estimated

\(^3\)Pre-adjustment is done to find an initial value of the attitudes for a non-linear minimization problem, see section IV-A.
from adjusted angular velocity and the known initial and final attitudes. The attitude estimation is akin to calibration method of the gyroscopes, see section IV-A, with a difference that the calibration parameters are now known. The estimated attitude and the calibration parameters were used to estimate the confidence interval. This approach exaggerates the magnitude of the confidence intervals, since instead of 24 known positions only two reference attitudes were exploited. For accelerometers and magnetometers, the confidence interval of the calibration parameters were estimated from the calibration measurements.

1) Erroneous positions and robustness of the method: The expected exact end attitude of each rotation is known from Fig. 1, but it can be determined from forward ODE solution of (2). If the estimated end quaternion is not near to the reference quaternion (in calibrations, the estimated elements of the quaternions differed in maximum 0.05 from the exact elements and less than 0.1 difference in all elements represents the same nearby quaternion), there is a reason to believe that the user has done a mistake during the calibration rotations. However, if over 0.1 differences are found and the rotations after erroneous rotation do not follow the rotations presented in Fig. 1, but are known, the calibration is possible. Even if the rotations cannot be recovered after the erroneous rotation, the rotations before the mistake can be exploited in calibration.

To demonstrate this and robustness of the proposed calibration method, the calibration parameters, shown in the Table III, were recalculated for the gyroscopes, accelerometers, and magnetometers by excluding the positions 21-24 in Fig. 1. A comparison between calibration parameters with the excluded positions and the parameters calculated by exploiting all the positions reveals that the differences in the calibration parameters are small. Thus, the method can be considered robust and the possible error made by the user, especially towards the end of the calibration rotations, does not ruin the calibration.

2) The angles $\alpha$ and $\beta$ and the biases of the sensors: Since the calibration rotations were done on a plane that was set horizontal with accuracy of $\pm 0.2$ deg., the estimated angles $\alpha$ and $\beta$ in the calibration of the accelerometers should not deviate from zero more than $\pm 0.2$ deg. in a successful calibration. The angles with 95 % confidence interval are shown in Table IV for four different measurement units. The 95 % confidence interval means that there is 95 % probability that the confidence interval includes the true value (not known, but estimated).

The estimated angles $\alpha$ and $\beta$ are close to zero degrees and inside the given interval $\pm 0.2$ deg. The 95 % confidence intervals are also well inside the interval $\pm 0.2$ deg. However, the estimated angles with 95 % confidence intervals between different measurement devices do not overlap. This can be a result from the fact that there are unmodelled sensor errors present causing error to the estimated angles and/or the estimated covariance matrices used in calculations of calibration parameters and confidence intervals differ from the true covariance matrices. However, since the angles are of the same order, the calibration of the accelerometers can be considered successful.

Table IV shows also the 95 % confidence intervals for the biases of the accelerometers, magnetometers, and gyroscopes for all four measurement units. For accelerometers and magnetometers the confidence intervals of the biases are given as voltages and SI units. The confidence intervals of the biases of accelerometers in different measurement units are close to each other. However, in every measurement unit, the confidence interval of the bias of the z-axis accelerometer is about double compared with other two axes. This may be because the specifications [31] for z-axis accelerometer were different from other two axes. These results indicate that after the adjustment the accuracy of the x- and y-axis of accelerometer is greater than the z-axis. The confidence intervals of the biases of the magnetometers are close to each other and no significant or systematic differences occur between different measurement units. The same holds also for the gyroscopes.

B. Calibration results of inclined plane

To demonstrate that the calibration parameters can be estimated also from measurements made on an inclined plane, the calibration was repeated for measurement unit 1 on a calibration plane, which deviated from horizontal with the angles $\alpha = 14.9$ deg. and $\beta = 10.1$ deg. with accuracy $\pm 0.3$ deg., see Fig. 2. The estimated calibration parameters for the gyroscopes, accelerometers, and magnetometers with 95 % confidence interval are shown in the Table V. The differences between the parameters estimated from calibration measurements made on the inclined plane and on the horizontal plane include run-to-run biases.
Table III

The estimated calibration parameters for the gyroscopes, accelerometers, and magnetometers with 95% confidence interval, when the positions 21-24 in Fig. 1 are excluded in calibration.

<table>
<thead>
<tr>
<th>diag(D_{\alpha})</th>
<th>D_{\alpha}^{-1}S_{\alpha}</th>
<th>b_{\alpha} (mrad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9409±0.0005</td>
<td>1.0000±0.0005</td>
<td>-0.0007±0.0004</td>
</tr>
<tr>
<td>0.9404±0.004</td>
<td>-0.0008±0.0028</td>
<td>0.0020±0.012</td>
</tr>
<tr>
<td>0.9836±0.018</td>
<td>0.0000±0.0008</td>
<td>-0.0020±0.0007</td>
</tr>
</tbody>
</table>

Table IV

The estimated angles with 95% confidence interval and 95% confidence interval for biases of the accelerometers, magnetometers, and gyroscopes.

<table>
<thead>
<tr>
<th>Measurement unit</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha ) (deg.)</td>
<td>0.0374±0.0010</td>
<td>0.0417±0.0010</td>
<td>0.0404±0.0009</td>
<td>0.0346±0.0009</td>
</tr>
<tr>
<td>( \beta ) (deg.)</td>
<td>0.0295±0.0010</td>
<td>0.0197±0.0009</td>
<td>0.0218±0.0009</td>
<td>0.0249±0.0009</td>
</tr>
</tbody>
</table>

Table V

The calibration parameters with 95% confidence interval for the gyroscopes, accelerometers and magnetometers estimated from calibration measurements done on an inclined plane.

<table>
<thead>
<tr>
<th>diag(D_{\alpha})</th>
<th>D_{\alpha}^{-1}S_{\alpha}</th>
<th>b_{\alpha} (mrad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9431±0.0007</td>
<td>1.0000±0.0007</td>
<td>-0.0001±0.0002</td>
</tr>
<tr>
<td>0.9435±0.0020</td>
<td>-0.0010±0.0020</td>
<td>0.0023±0.0015</td>
</tr>
<tr>
<td>0.9820±0.0011</td>
<td>0.0040±0.0020</td>
<td>0.0012±0.0015</td>
</tr>
</tbody>
</table>

There are small differences between the scale factors of magnetometers (diagonal elements of \( D_{\alpha} \)) between the calibration done on the horizontal plane (see Table II) and on the inclined plane. The calibration on the horizontal plane and on the inclined plane was done on the same plane, but on a different day. In calculations, the magnitude of the magnetic field of the Earth was assumed to be the same \( (|B| = 51000 \text{ nT}) \) in both calibrations. Since the difference in scale factors is of the same order between different measurement axes, this indicates that the magnitude of the magnetic field of the Earth may have slightly changed between the calibrations.

The confidence intervals of the calibration parameters on the inclined plane are smaller than the confidence intervals estimated on the horizontal plane. They suggest that more accurate calibration is obtained on the inclined plane. This is an effect from the fact that on inclined plane the acceleration measurements in different positions differed more from each other compared to the horizontal plane. The same holds also for the magnetic field measurements. Instead, the angular velocity measurements during the rotations are influenced by the user. On the inclined plane, the deviation of the rotations from a constant axis was greater than on the horizontal plane. Thus, calibration on an inclined plane with not-too-steady manual rotations is preferable.

In the calibration of the accelerometers the estimated angles \( \alpha \) and \( \beta \) were 15.0269±0.0007 deg. and 10.0926±0.0007 deg. Thus, the method is also able to find the direction of the gravity.
C. Simulation results to show unbiasedness of the method

The method is called unbiased, if the difference between true value and the expectation value of the parameter being estimated is zero. This can be tested with simulations. For this, the angular velocity, acceleration, and magnetic field data was created as explained in section V. The true calibration parameters are shown in the Table VI and the means of the estimated calibration parameters are shown in the Table VII with the means of 95 % confidence interval.

For gyroscopes the differences between the true and the mean calibration parameters are within a thousandth. These results indicate that the calibration method of gyroscopes can be considered unbiased. In the simulations of the confidence intervals, it was noticed that the condition number of the matrix C, see Appendix B, was rather great in some noise realizations. This increases the confidence intervals.

For accelerometers the true and the mean of estimated calibration parameters are practically equal. The same holds also for magnetometers. Thus, the calibration method for accelerometers and magnetometers is unbiased. For accelerometers the means of the angles $\alpha$ and $\beta$ were $15.0000 \pm 0.0011$ deg. and $10.0000 \pm 0.0011$ deg. and for magnetometers $15.0000 \pm 8.2e^{-4}$ deg. and $10.0000 \pm 8.1e^{-4}$ deg., which are equal to the true angle values $\alpha = 15$ deg. and $\beta = 10$ deg. in the simulation.

VIII. Conclusion

This paper presents an enhanced multi-position calibration method with a sensor error model of the biases, scale factors, misalignments, and cross-coupling errors of consumer-grade accelerometers, gyroscopes, and magnetometers. For magnetometers, hard iron and soft iron effect is also modelled. The results show that the gyroscopes can be calibrated successfully exploiting only known net rotations in multi-position calibration. In calibration of accelerometers and magnetometers the direction of the reference signals – the gravity and the magnetic field of the Earth – need be known only approximately in advance.

The estimated direction of the gravity, which can be easily measured with other method and thus compared to the estimated direction, was exploited to assess the success of the calibration of accelerometers. The 95 % confidence intervals were calculated for the calibration parameters of the accelerometers, gyroscopes, and magnetometers to estimate the quality of the calibration results. In addition, simulations were done to show the unbiasedness of the method.

In practice, to calibrate the sensors with proposed method, no precise alignment of the sensors with respect to the reference signals and no additional measurement devices are needed: The calibration rotations can be done manually exploiting only a jig and a cube. Thus, the calibration can be done on the field. As a result, the method calibrates all the sensors at once to the same frame.

APPENDIX A

DERIVATION OF CONFIDENCE INTERVAL FOR CALIBRATION PARAMETERS OF ACCELEROMETERS AND MAGNETOMETERS

The calibration model for accelerometers and magnetometers is of the form

$$h(\hat{x}) = \bar{y},$$

where the actual measurements $\hat{y} = y + \epsilon$ contains the error free measurements $y$ and the measurement errors $\epsilon$. The elements of vector $\hat{x} = x + \xi$ are the calibration parameters, $x$ contains the true calibration parameters and $\xi$ is corresponding error due to $\epsilon$. The goal is to find the effect of $\epsilon$ on $\xi$.

To find the confidence interval for the estimated calibration parameters, the covariance matrix of $\xi$, denoted by $V(\xi)$, is first derived. The cost function of non-linear generalized least squares problem (13) is

$$f(x) = (h(x) - y)^T V(\hat{y})^{-1} (h(x) - y),$$

where $V(\hat{y})$ is the variance-covariance matrix of the measurements. Since variance-covariance matrix is a symmetric matrix, the derivative of the cost function is

$$\frac{\partial f(x)}{\partial x} = 2J^T V(\hat{y})^{-1} (h(x) - y),$$

where $J = h'(x)$ is the Jacobian matrix. Since the space of the calibration parameters is unbounded, the minima of the function $f(x)$ occur at critical points $x_0$, where $\frac{\partial f(x_0)}{\partial x} = 0$ holds.

For the actual measurements and the calibration parameters

$$J_x^T V(\hat{y})^{-1} (h(x_0 + \xi) - (y + \epsilon)) = 0$$

holds, where $J_x = h'(x_0)$. Approximating the function $h$ locally with Taylor sum $h(x_0 + \xi) \approx h(x_0) + J_x \xi$ and exploiting the fact that $J_x = J$,

$$J^T V(\hat{y})^{-1} (h(x_0) - y) + J^T V(\hat{y})^{-1} (J_x \xi - \epsilon) = 0$$

is obtained. Hence, the errors $\xi$ and $\epsilon$ satisfy

$$J^T V(\hat{y})^{-1} J_x \xi = J^T V(\hat{y})^{-1} \epsilon$$

and subsequently

$$\xi = (J^T V(\hat{y})^{-1} J_x)^{-1} J^T V(\hat{y})^{-1} \epsilon.$$
estimator in this case. If the covariance (in this case variance) of \( n \) static sensor measurements \( \mathbf{z} \) is \( \Sigma \), the covariance of \( \mathbf{z} \) is

\[
V(\mathbf{z}) = \text{cov}(\mathbf{z}, \mathbf{z}) = \text{cov}\left(\frac{1}{n} \sum_{i=1}^{n} z_i, \frac{1}{n} \sum_{j=1}^{n} z_j\right)
= \frac{1}{n^2} \text{cov}\left(\sum_{i=1}^{n} z_i, \sum_{j=1}^{n} z_j\right) = \frac{1}{n^2} n \Sigma = \frac{1}{n} \Sigma,
\]

since \( \text{cov}(z_i, z_j) = \Sigma \) and \( \text{cov}(z_i, z_j) = 0 \) for \( i \neq j \) assuming that the measurements are independent. That is, the covariance of one set of the mean measurements is the covariance of the measurements multiplied by \( 1/n \). In each position three sets of dependent measurements are gathered. Accordingly, the covariance matrix of three sets of the mean measurements is the covariance matrix of three sets of measurements \( \Sigma_i \in \mathbb{R}^{3 \times 3} \) multiplied by \( 1/n \). The measurements concerning different positions are independent. Thus, the off-diagonal blocks of \( V(\mathbf{e}) \) are zero matrices and \( V(\mathbf{e}) = \frac{1}{n} \text{diag}(\{\Sigma_1, \Sigma_2, \ldots, \Sigma_m\}) \).

The diagonal elements of the matrix \( V(\mathbf{\xi}) \) are the estimated variances of the error in the elements of the calibration parameters \( \mathbf{S}_i \) and \( \mathbf{b}_i \). The error variances of the elements of \( \mathbf{D}_i \) were calculated exploiting the fact that the square of a standard normal distribution is a chi-squared distribution. The error variances of the elements of \( \mathbf{D}_i^{-1} \mathbf{S}_i \) were approximated by assuming that the errors of the diagonal elements of \( \mathbf{D} \) are zero. Thus, for the elements of \( \mathbf{D}_i^{-1} \mathbf{S}_i \) only the order of the error variance is given. In general, the square root of the variance is the standard deviation \( \sigma \) and \( 1.96\sigma \) constitutes the 95\% confidence interval in normal distribution.

**APPENDIX B**

**DERIVATION OF CONFIDENCE INTERVAL FOR CALIBRATION PARAMETERS OF GYROSCOPES**

The cost function \( f(x, y) \) of the Tikhonov regularization problem (9) can be given as

\[
f(x, y) = r^T(x, y)r(x, y) + \lambda (Gx - y)^T(Gx - y), \quad (24)
\]

where \( x \) is unknown (containing the quaternions and calibration parameters) and the elements of \( y \) are the measurements (angular velocities and reference positions). By exploiting the cost function, the goal is to estimate the effect of the error in the measurements on the calibration parameters. For this, the derivative of the cost function is

\[
\frac{\partial f(x, y)}{\partial x} = 2J_x^T r(x, y) + 2\lambda G^T(Gx - y), \quad (25)
\]

where \( J_x^T = \frac{\partial r^T(x, y)}{\partial x} \) is the Jacobian matrix. Since the space of the calibration parameters is unbounded, the minima of the function \( f(x, y) \) occur at critical points \( x_0 \), where \( \frac{\partial f(x, y)}{\partial x} = 0 \) holds.

The error \( \delta y \) in measurements will cause an error \( \delta x \) to the solution \( x_0 \). To find the relation between \( \delta y \) and \( \delta x \), (25) is approximated with a 1st order Taylor polynomial in the neighborhood of the critical point

\[
\frac{\partial f(x_0, y + \delta y)}{\partial x} \approx \frac{\partial f(x_0, y)}{\partial x} + \frac{\partial^2 f(x_0, y)}{\partial x^2} \delta x + \frac{\partial^2 f(x_0, y)}{\partial y \partial x} \delta y = 0,
\]

**TABLE VI**

<table>
<thead>
<tr>
<th>( \text{diag}(\mathbf{D}_A) ) ( (\mu V/m/s^2) )</th>
<th>( \mathbf{D}_A^{-1} \mathbf{S}_A )</th>
<th>( \mathbf{b}_A ) (mrad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9581</td>
<td>1.0000</td>
<td>0.0003</td>
</tr>
<tr>
<td>0.9539</td>
<td>-0.0021</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.9765</td>
<td>0.0056</td>
<td>-0.0015</td>
</tr>
</tbody>
</table>

**TABLE VII**

**THE MEANS OF THE ESTIMATED CALIBRATION PARAMETERS FOR THE GYROSCOPES, ACCELEROMETERS, AND MAGNETOMETERS WITH 95\% CONFIDENCE INTERVALS.**

<table>
<thead>
<tr>
<th>( \text{diag}(\mathbf{D}_A) ) ( (\mu V/m/s^2) )</th>
<th>( \mathbf{D}_A^{-1} \mathbf{S}_A )</th>
<th>( \mathbf{b}_A ) (mrad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9581±0.018</td>
<td>1.0000±0.019</td>
<td>0.0003±0.020</td>
</tr>
<tr>
<td>0.9539±0.016</td>
<td>-0.0021±0.016</td>
<td>1.0000±0.017</td>
</tr>
<tr>
<td>0.9765±0.015</td>
<td>0.0056±0.011</td>
<td>-0.0015±0.012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \text{diag}(\mathbf{D}_B) ) ( (\mu V/m/s^2) )</th>
<th>( \mathbf{D}_B^{-1} \mathbf{S}_B )</th>
<th>( \mathbf{b}_B ) (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5869.3±0.19</td>
<td>0.9964±0.31e-4</td>
<td>0.0170±0.31e-4</td>
</tr>
<tr>
<td>6136.6±0.16</td>
<td>0.0652±0.26e-4</td>
<td>0.9997±0.26e-4</td>
</tr>
<tr>
<td>6082.0±0.31</td>
<td>-0.0432±0.51e-4</td>
<td>0.0164±0.51e-4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \text{diag}(\mathbf{D}_B) ) ( (\mu V/m/s^2) )</th>
<th>( \mathbf{D}_B^{-1} \mathbf{S}_B )</th>
<th>( \mathbf{b}_B ) (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2246.4±0.064</td>
<td>1.0000±0.30e-4</td>
<td>0.0089±0.30e-4</td>
</tr>
<tr>
<td>2597.3±0.065</td>
<td>0.0010±0.25e-4</td>
<td>1.0000±0.25e-4</td>
</tr>
<tr>
<td>2769.2±0.058</td>
<td>-0.0031±0.21e-4</td>
<td>-0.0004±0.21e-4</td>
</tr>
</tbody>
</table>
With this notation, (26) reduces to
\[ \frac{\partial^2 f(x_0, y)}{\partial y^2} = 2 \left( \frac{\partial f}{\partial y} \right) R(x_0, y) + J^T_x J_x + \lambda G^T G \]
and
\[ \frac{\partial^2 f(x_0, y)}{\partial x \partial y} = 2 \left( \frac{\partial f}{\partial x} \right) R(x_0, y) + J^T_y J_y - \lambda G^T = D. \]

With this notation, (26) reduces to
\[ C \delta x = -D \delta y. \quad (27) \]

Exploiting the identity (21), the covariance matrix of \( \delta x \) is
\[ V(\delta x) = C^{-1} D V(\delta y) D^T (C^T)^{-1}, \quad (28) \]
since \( C \) is a square matrix.

The diagonal elements of the matrix \( V(\delta x) \) are the variances of the errors of the quaternions and the variances of the error in the elements of the calibration parameters \( S_w^{-1} \) and \( b_w \). The measurement covariance matrix \( V(\delta y) \) is chosen to be a diagonal matrix, whose diagonal elements are the variances of the errors in the angular velocity measurements and the reference position. The variances of the errors in the angular velocities can be estimated from static sensor measurements. The errors of the reference positions are assumed to be zero.

To find the error variances of the elements of \( D_w \) and \( D_w^{-1} S_w \), the error variances of the elements \( S_w \) were first estimated exploiting a 1st order Taylor polynomial and assuming that the errors in \( S_w^{-1} \) do not correlate. Therefore the error variances of the elements of \( D_w \) and \( D_w^{-1} S_w \) were calculated as explained in Appendix A.
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