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A numerical and experimental study on the tensile behavior of plasma shocked granite under dynamic loading

Ahmad Mardoukhi¹, Timo Saksala, Mikko Hokka, Veli-Tapani Kuokkala

Summary. This paper presents a numerical and experimental study on the mechanical behavior of plasma shocked rock. The dynamic tensile behavior of plasma shock treated Balmoral Red granite was studied under dynamic loading using the Brazilian disc test and the Split Hopkinson Pressure Bar device. Different heat shocks were produced on the Brazilian disc samples by moving the plasma gun over the sample at different speeds. Microscopy clearly showed that as the duration of the thermal shock increases, the number of the surface cracks and their complexity increases (quantified here as the fractal dimension of the crack patterns) and the area of the damaged surface grows larger as well. At the highest thermal shock duration of 0.80 seconds the tensile strength of the Brazilian disc sample drops by approximately 20%. In the numerical simulations of the dynamic Brazilian disc test, this decrease in tensile strength was reproduced by modeling the plasma shock induced damage using the embedded discontinuity finite element method. The damage caused by the plasma shock was modeled by two methods, namely by pre-embedded discontinuity populations with zero strength and by assuming that the rock strength is lowered and conform to the Weibull distribution. This paper presents a quantitative assessment of the effects of the heat shock, the surface microstructure and mechanical behavior of the studied rock, and a promising numerical model to account for the pre-existing crack distributions in a rock material.
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Introduction

Dynamic fracture behavior of rock materials is one of the most important concepts in rock engineering applications such as percussive drilling, rock burst, and rock blasts. Unfortunately, however, creating the exact environment of these applications in the laboratory is difficult due to the large scale of samples and equipment required to carry out the tests. The rock itself as a material further complicates the testing since its behavior depends on many factors, such as chemical composition [25], structure [26], texture [37], and grain size [34] alongside testing condition parameters such as temperature [7, 11, 35, 39, 41], confining pressure [14], specimen size, etc. [6, 9, 13, 18, 17, 32]. Studying the
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dynamic behavior of rocks becomes even more challenging in environments such as deep drilling for geothermal energy, where the confining pressure and temperature change as the depth changes. Considering the amount of data needed for a complete description of the rock behavior, a model is required, which can take all these variables into account. A substantial amount of effort has already been put into this matter. For example, Saksala [27] simulated the percussive drilling with a triple-button indenter using a finite elements based approach, where the rock fracture was modeled with a continuum viscoelastic-damage model. Saksala et al. [29] continued their work and created a 3D model where the cracks are embedded as strong displacement discontinuities. From the works similar to this paper, Cai and Kaiser [5] studied the effects of pre-existing cracks on the tensile behavior of rocks.

Not only creating the exact condition for dynamic testing of rock is a difficult task to perform, numerical modeling of these conditions is challenging as well. The major problem is modeling the dynamic crack propagation [28]. In addition, Zhang and Zhao [43] stated that a strong loading rate sensitivity can be observed in the dynamic loading of rock materials. Many approaches have been used over the past years to simulate the rock behavior under dynamic loading condition. Most of these approaches were based on the finite element method (FEM) and discrete or distinct elements method (DEM). In FEM-based models the cracks are usually represented as inelastic localized deformation zones, see refs. [36, 38]. Zhu et al. [45] used a FEM-based numerical code of rock failure process analysis (RFPA) to simulate the behavior of Brazilian disc samples of rocks under combined static and dynamic loading conditions. The RFPA code was developed first by Tang [33]. In this code the rock fracture is modeled by a simple rate-independent isotropic damage model, and the Weibull distribution is used to describe the heterogeneity at a mesoscopic scale. Continuum models have the advantage of higher computational efficiency, but the results obtained from these models do not correspond perfectly to the experimental results. The reason for this can be found from the nature of these kind of models, which are rate-independent. On the other hand, DEM works quite well in the dynamic rock fragmentation and fracture because of the discontinuum assumption. The examples of using this method can be found, for example, in refs [16, 19, 44]. Combining FEM and DEM provides a unique opportunity to have the features of continuum and discontinuum techniques in one code. This approach was tested by Mahabadi et al. [21, 22], whose work shows promising results for fragmentation analysis under dynamic loading conditions.

In this work, we apply the modeling technique presented in refs. [27, 29] to the numerical simulation of the Brazilian disc test on plasma shocked granite. This method is based on a combination of isotropic rate-dependent damage model and an embedded discontinuity model. The thermal shock induced cracks are accounted for as randomly oriented displacement discontinuities, which are pre-embedded in the ordinary finite elements. In this method, the exposure time of the plasma shock is represented simply by assuming that a longer exposure time corresponds to a larger percentage of finite elements having a pre-embedded discontinuity.

In our previous papers [23, 24], we presented a systematic procedure for the evaluation of the effects of microstructure and testing conditions on the dynamic tensile behavior of granitic rocks, in which the properties of rock were modified using heat shocks. The heat shocks were applied using an oxygen-acetylene flame torch. Considering the fact that using a flame torch is not the best solution from the technical point of view, a plasma shock was used to deteriorate the rock microstructure and properties in this work.
Experimental procedure

The tested material in this study was coarse grain Balmoral Red granite with the mean porosity value of 0.44% and the quasi-static compression strength of about 180 MPa. Table 1 summarizes the chemical composition for this granite. The microstructure of the rock is homogenous and shows no texture. Evidently, the mechanical properties are isotropic and the distribution of minerals is homogenous as well.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potash Feldspar</td>
<td>40</td>
</tr>
<tr>
<td>Quartz</td>
<td>33</td>
</tr>
<tr>
<td>Plagioclase</td>
<td>19</td>
</tr>
<tr>
<td>Biotite &amp; Hornblende</td>
<td>8</td>
</tr>
</tbody>
</table>

There are four methods to determine the tensile strength of rock materials: dynamic direct tension test, spalling method, semi-circular bending test (SCB), and Brazilian disc method [40]. Dynamic direct tension test can be the most accurate test since the stress state is 1D, but this method has its downsides. The experimental setup of this method is complex. The requirement for aligning the system is strict to avoid bending of the sample during the test. Preparation of the sample is difficult as well because of the complex shape of the specimen and poor machinability of the granite material. Moreover, a proper high strength glue is needed for joining the sample and the pressure bars [40].

The SCB method is a simpler approach compared to the dynamic direct tension test, however, it should be noted that the result obtained with this method is the flexural strength which is different from tensile strength [43]. The spalling method is also used to measure the tensile strength of the rock materials, but the compressive stress wave may affect the sample properties before the tensile wave reaches the sample. Attenuation of the wave in this method is another drawback. To overcome these difficulties, the Brazilian disc (BD) method seems to be a good solution and yet, this method has its own downsides. The sample should break along the loading direction and close to the center of the sample for a valid BD test [15, 31]. However, the instrumentation and carrying out the BD test is easier compared to the above mentioned methods. For these reasons, in this work the BD method was employed to measure the tensile strength of the studied material.

The Brazilian Disc [3] samples with a diameter of 40.5mm were cut from a rock plate with a thickness of 21mm. Figure 1 shows the natural surface of the samples and the modified surface for Digital Image Correlation (DIC) analysis. Before and after applying the heat shocks, optical microscopy was used to analyze the surface structure of the rock. In addition, liquid penetrant was applied on the surface of the samples to characterize the surface cracks before applying the heat shock. The samples were tested at the same strain rate but with a different thermal shock. Three different thermal shocks were applied on the surface of the samples by moving the tip of the plasma gun at different speeds over the surface of the samples. The plasma gun with a power of 50 kW at the distance of 6.5 cm from the surface of the samples was passed with the speeds of 50, 75, and 100 mm/s, providing thermal shocks with durations of 0.80, 0.55, and 0.40 seconds. The temperature of the surface of the samples was measured using an infrared thermometer immediately after applying the plasma shock. The recorded temperatures were 100 °C, 88 °C, and 76 °C for 0.80, 0.55, and 0.40 second plasma shock, respectively. After the thermal shocks, the samples were cooled down in air to room temperature. Unfortunately, it was not possible to obtain the heating and cooling rate of the specimen during the thermal shock process.
After applying the heat shock, liquid penetrant was reapplied on the surface of the samples to observe the changes in the surface cracks caused by the thermal shocks. The samples were put under a LEICA CLS 150 XE microscope for microscopy analysis. The lights of the microscope were replaced by an ultraviolet (UV) light source. Later on these images were used to obtain the fractal dimension of the surface crack patterns by comparing the images taken before and after the heat shock. To obtain the fractal dimension, the box counting method was used. This method is commonly used when the fractal dimension of an object cannot be calculated by numerical or analytical methods. The accuracy of this method is highly dependent on image resolution, as the pixels are the grids used in the box counting method. For detailed description of this method, the reader is referred to [10].

High strain rate tests were conducted using a compression Split Hopkinson Pressure Bar (SHPB) device. As suggested by International Society of Rock Mechanics (ISRM), in a static BD test the bars should be modified by using special steel loading jaws to provide an arc contact angle of 10° at the failure of the disc sample [4]. Moreover, two adhesive papers should be used to wrap the sample on its periphery. However, this design causes some problems during dynamic testing, such as interferences in the wave propagation, which can result in errors in the measured data. Dai et al. [8] showed that if the SHPB system is properly aligned, the sample can be tested without the special jaws and adhesive papers.

The pressure bars were made of AISI 4340 steel with a diameter of 22 mm and the length of 1200 mm. The striker bar of the same material with the length of 120 mm and the impact speed of 10 m/s was used in the tests. Adjustable stanchions with supporting bearings were used to adjust the movement and alignment of the bars. An air gun was used to impact the striker on the incident bar. Three optical IR sender-receiver pairs were used to measure the impact velocity of the striker. These sensors were also used as the triggering signal for the oscilloscope. Two active strain gages were attached to the center of incident and transmitted bars. Kyowa CDV 700A series signal conditioner was used to amplify the signals of the strain gages, which were recorded on a 12-bit 10MSample Yokogawa digital oscilloscope. Detailed information about the instrument can be found for example in ref. [1]. A numerical dispersion correction based on the work of Gorham [12] was employed to correct the changes in the signals caused by the dispersion of the waves as they travel through the bars. A disc of soft deformable copper with the thickness of 0.5 mm was used to increase the rise time of the incident pulse and to improve the dynamic equilibrium. In this case, the striker bar impacts the pulse shaper before the incident bar, resulting in the generation of a nearly non-dispersive ramp pulse reaching the incident bar. This way the dynamic force balance on the specimen is facilitated [8]. Each
test was repeated five times with the impact speed of 10 m/s. Figure 2 demonstrates the schematic view of the high strain rate testing setup. Digital image correlation was used to analyze the rock fracture during the high strain rate test. As the natural rock surface does not provide enough contrast for the correlation algorithm, the surfaces of the samples were coated by a thin layer of white paint, and black speckles were applied on the surface by a permanent marker. This modified surface is shown in Figure 1b. The images were recorded at 25 kfps with the size of 1024*812 pixels. Two Decocool lights were used for illuminating the surface of the samples. The obtained images were analyzed by StrainMaster (DaVis) 3D-DIC software using the subset of 17 pixels and the step size of 7 pixels.

**Fractal dimension analysis**

Figure 3 shows an example of the images taken by optical microscope to characterize the surface cracks and their pattern. Figures 3a and 3b are the images taken under UV light before and after applying a 0.80 s thermal shock. Figures 3c and 3d show the processed images after thresholding. The images taken by the microscope are imported to Matlab as RGB images. As the dominant color of the cracks seen in the microscope images is red and the background tends towards the blue color, the threshold was set for a specific amount of red color and a minimum amount of blue color to differentiate the affected area from the background. If a pixel meets the criteria for the thresholding, the pixel is considered as an affected point and is presented by digit “1”. Otherwise the pixel is set as “0”. This process produces a binary matrix, which in effect forms a map of the affected area. The obtained fractal dimensions are highly dependent on the threshold value, the resolution of the image, and the noise of the background. Considering these factors that affect the fractal dimension when the matrix is formed, the pattern will be checked by naked eye to decide if it represents the affected zone compared with the original image or not. Figure 3 shows how the thermal shock applied by the plasma gun changes the surface of the sample. It is evident from Figure 3a that before applying the heat shock there are only few surface cracks and surface defects visible. After applying the heat shock, the surface of the sample becomes damaged and some parts of the sample surface are removed.
Figure 3 Microscope images a) before and b) after a 0.80 s plasma shock, and the damaged surface and identified cracks c) before and d) after the plasma shock. The arrow indicates the direction of the movement of the plasma gun.

The fractal dimension was obtained for 15 samples before and after applying the heat shock, i.e., five samples for each heat shock of 0.40, 0.55, and 0.80 seconds. The average fractal dimension for the 15 non-heat shocked samples is 1.04 ± 0.08. The average values for the heat shocked samples, in turn, are 1.39 ± 0.17, 1.60 ± 0.08, and 1.74 ± 0.05 for the 0.40, 0.55, and 0.80 second heat shocks, respectively. It should be noted that it is not possible to exactly correlate the mechanical properties of the rock material with the fractal dimension because the fractal dimension is obtained from the surface of the samples only. However, there seems to be a correlation between the relative change in the fractal dimension and the mechanical properties of the rock. Table 2 summarizes the calculated fractal dimension values for each test.

<table>
<thead>
<tr>
<th></th>
<th>0.40s</th>
<th>0.55s</th>
<th>0.80s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>1.1088</td>
<td>1.3978</td>
<td>1.0288</td>
<td>1.5251</td>
</tr>
<tr>
<td>1.0544</td>
<td>1.4049</td>
<td>1.031</td>
<td>1.5807</td>
</tr>
<tr>
<td>1.0548</td>
<td>1.5203</td>
<td>1.0985</td>
<td>1.6774</td>
</tr>
<tr>
<td>1.0927</td>
<td>1.5471</td>
<td>1.0247</td>
<td>1.547</td>
</tr>
<tr>
<td>1.0153</td>
<td>1.1173</td>
<td>1.0231</td>
<td>1.7074</td>
</tr>
<tr>
<td>Average</td>
<td>1.0652</td>
<td>1.3975</td>
<td>1.0412</td>
</tr>
<tr>
<td>STDEV</td>
<td>0.0366</td>
<td>0.1703</td>
<td>0.0322</td>
</tr>
<tr>
<td>Normalized</td>
<td>1.31</td>
<td>1.54</td>
<td>1.72</td>
</tr>
</tbody>
</table>

It is evident that as the duration of the thermal shock increases, the normalized fractal dimension increases as well. This is simply due to the fact that with lower speed the plasma gun stays for a longer time on the surface of the samples, thus more energy is applied on the surface of the samples and higher temperature is achieved. Since granitic rocks are composed of different minerals with different heat capacities and thermal expansion coefficients, increasing the temperature in a short
period of time leads to the chipping of small particles from the surface of the samples and increases the amount of the damaged area, which leads to a higher value for the fractal dimension. As mentioned before, feldspar and quartz play the most important role in this phenomenon and they are the main cause for the thermal crack development [2].

**Split Hopkinson Pressure Bar Results**

The results of the dynamic BD tests are shown in Figure 4. Figure 4a shows the stress as a function of time for the specimens without any heat shock, while Figures 4b, 4c, and 4d show the results for the specimens’ heat shocked for 0.80, 0.55, and 0.40 seconds, respectively. The average tensile strength for the five non-heat shocked samples is $29 \pm 3$ MPa. The corresponding value for 0.40s thermal shocked samples is $29 \pm 3$ as well, indicating that the thermal shock had almost no effect on the tensile strength of the tested material. However, as the duration of the thermal shock increases, the value of the tensile strength drops to $25 \pm 4$ MPa and $23 \pm 3$ MPa for the 0.55 and 0.80 second thermal shocks, respectively. The decreases of strength by 20% by applying the 0.8 heat shock shows the efficiency of using a plasma gun as the heat source. It has been shown [23] that applying the heat shock using flame torch leads to the decreases of strength by 58% in duration of 60 seconds. Therefore, the 20% decreases in strength of the rock only in duration of 0.8 second shows the effectiveness of this method. By increasing the duration of the heat shock, the strong peak in the stress vs time curves tends to get lower. This observation with the decrease in the tensile strength of the rock can be related to the fact that by increasing the duration of the thermal shock, the damaged volume under the surface increases.

![Figure 4. High strain rate test results showing the tensile stress as a function of time for a) samples without a heat shock, b) samples with a 0.40 s heat shock, c) samples with a 0.55 heat shock, and d) samples with a 0.80 s heat shock.](image)

Figure 5 shows the strength of the rock as a function of the normalized fractal dimension. The strength of the rock shows no change up to the normalized fractal dimension of 1.3. This point correlates to the thermal shock with a duration of 0.40 s. This observation indicates that even though
the plasma gun is powerful (50 kW) and the plasma shock itself can provide a great amount of energy in a very short time, there is still a minimum amount of time needed for this energy to affect a reasonable thickness of the rock material. A thermal shock with a duration of 0.55 seconds decreases the strength of the rock from 29 ± 3 MPa to 25 ± 4 MPa (14% decrease). The decreasing trend of the tensile strength continues as the fractal dimension increases and for the point of 1.72 (0.80 s heat shock), the tensile strength reaches the average value of 23 ± 3 MPa (20% decrease).

Figure 5. Tensile strength of the rock as a function of the normalized fractal dimension.

**Numerical modeling**

**Material model for the rock**

The material model for the rock fracture is based on a combination of isotropic rate-dependent damage model and an embedded discontinuity model. A detailed treatment, validation and mesh sensitivity studies of the model can be found in [28, 29]. Therefore, instead of pointless repetition of validation, parameter and mesh sensitivity simulations, only new simulations related to present application are presented here. However, the model is briefly described for the convenience of the reader.

Figure 6. Schematic for the three-phase rock material model.
The behavior of rock materials under mechanical loading can be divided into three separate phases, as illustrated schematically in Figure 6. The first is the linear elastic phase followed, upon reaching the elastic limit, by a nonlinear pre-peak hardening involving micro-cracking. As the rate-dependent peak stress is reached, a macro-crack will develop triggering the third phase accompanied with non-linear softening. A distinctive feature of the present model is that the strain-rate dependency is included in the model component governing the pre-peak non-linear hardening part of the material response. By this choice, the post-peak softening process leading to the formation of a macrocrack is better captured. Physical justification for this approach is that the microcracking process takes a finite time to develop from micro-scale to macro-scale. Moreover, the classical viscoplasticity formulations with a single yield governing the whole material behavior with a single yield surface predict the final failure surface in a too blurred and messy manner, see [30].

An isotropic rate-dependent compliance damage model is chosen for the description of the nonlinear pre-peak hardening process (the first part is governed by linear elasticity). Here, the term “damage” is to be understood in the damage mechanics sense while in its other occurrences with a reference to the damage induced by the mechanical or thermal loading, it refers to the intuitive comprehension of the term, i.e. a material failure of any kind. For present purposes, such a model is characterised by

$$\bar{\phi}(\sigma, \kappa, \dot{\kappa}) = \left\| \sigma_+ \right\| D_e - \frac{1}{\sqrt{E}} (\sigma_t + \bar{q}(\kappa, \dot{\kappa})), \quad \left\| \sigma_+ \right\| D_e = \sqrt{\sigma_+ : D_e : \sigma_+},$$

$$D = (1 + \bar{\mu})D_e, \quad \bar{\mu} = \frac{\dot{\lambda}}{\left\| \sigma_+ \right\|_{D_e}},$$

$$\dot{\kappa} = -\dot{\lambda} \frac{\partial \bar{\phi}}{\partial \kappa} = \dot{\lambda} / \sqrt{E_0}$$

$$\bar{q}(\kappa, \dot{\kappa}) = \bar{h} \kappa + \bar{g} \dot{\kappa}, \quad \bar{h} = \bar{g} \sigma_t \exp(-\bar{g} \kappa)$$

where $\bar{\phi}$ is the viscodamage loading function, $\sigma_+ = \sum_{i=1}^{3} \max(0, \sigma_i) n_i \otimes n_i$ ($\otimes$ denotes the tensor or dyadic product) is the positive part of the stress tensor defined by the principal stresses $\sigma_i$, and directions $n_i$, $\sigma_t$ is the elastic limit stress, $D$ is the compliance tensor being initially obtained from the initial compliance tensor $D_e = E_0^{-1}$ ($E_0$ being the undamaged stiffness tensor), while $\kappa, \dot{\kappa}$ are the internal variable and its rate, respectively, $\dot{\lambda}$ is the viscodamage increment, and $\bar{q}$ is the hardening variable. Variable $\bar{\mu}$ ($\bar{\mu} \in [0, \infty]$) in (1) is related to the classical scalar damage variable as $\omega = \bar{\mu} / (1 + \bar{\mu})$ which varies from 0 to 1. Moreover, $\bar{h}, \bar{g}$ are the hardening and viscosity moduli, respectively, and $\bar{g}$ is a parameter controlling the initial slope of the hardening curve. The inverse of the compliance tensor, $E_{d}$, is the damaged stiffness modulus. Finally, operator: in (1) denotes the standard double contraction between tensors.

Figure 7. Four-node tetrahedral element with a discontinuity plane $\Gamma_d$.  

49
The embedded discontinuity part of the model describes the post peak softening process leading to the final failure of the material. It is based on the decomposition of the displacement field into a regular part and the displacement jump due to a crack. When a body in \( \mathbb{R}^3 \) is discretized with 4-node tetrahedral elements (see Figure 7), the displacement and strain fields can be written as

\[
\mathbf{u}(x) = N_i \mathbf{u}_i^e + (H_{I_x}(x) - \varphi(x)) \mathbf{a}_d
\]

\[
\varepsilon(x) = (\nabla N_i \otimes \mathbf{u}_i^e)^{sym} - (\nabla \varphi(x) \otimes \mathbf{a}_d)^{sym} + \delta_{I_x}(\mathbf{n} \otimes \mathbf{a}_d)^{sym}
\]

where the displacement jump is denoted by \( \mathbf{a}_d \), while \( N_i \) and \( \mathbf{u}_i^e \) are the standard interpolation functions and nodal displacements (with summation on repeated indices), respectively. Moreover, \( H \) is the Heaviside function, and \( \delta \) is the Dirac delta function. Function \( \varphi(x) \) is defined for each element with an embedded discontinuity in order to obtain the nodal values in that finite element. The purpose of this function is to restrict the effect of the displacement jump within the corresponding finite element so that the essential boundary conditions remain unaffected. For more details of the finite element implementation of Eq. (2), see [29].

A bi-surface discontinuity model accounting for mode I and II fracture types developed in [28] reads:

\[
\phi_i(\mathbf{t}_{I_x}, \kappa, \dot{k}) = n \cdot \mathbf{t}_{I_x} - (\sigma_i + q(\kappa, \dot{k}))
\]

\[
\phi_i(\mathbf{t}_{I_x}, \kappa, \dot{k}) = \beta\left( (\mathbf{m}_1 \cdot \mathbf{t}_{I_x})^2 + (\mathbf{m}_2 \cdot \mathbf{t}_{I_x})^2 \right)^{\theta} - (\sigma_s + \frac{\sigma_t}{\sigma_s} q(\kappa, \dot{k}))
\]

\[
\mathbf{t}_{I_x} = n \cdot \mathbf{E}_d : (\nabla \mathbf{u} - (\nabla \varphi \otimes \mathbf{a}_d)^{sym}) = n \cdot \sigma
\]

\[
q = h \kappa + s \dot{k}, \quad h = -g \sigma_t \exp(-g \kappa)
\]

\[
\dot{\mathbf{a}}_d = \dot{\mathbf{a}}_1 + \dot{\mathbf{a}}_2 = \dot{\lambda}_t \frac{\partial \phi_i}{\partial \mathbf{t}_{I_x}} + \dot{\lambda}_s \frac{\partial \phi_s}{\partial \mathbf{t}_{I_x}}
\]

\[
\dot{k} = -\dot{\lambda}_s \left( \frac{\partial \phi_i}{\partial q} + \dot{\lambda}_s \frac{\partial \phi_s}{\partial q} \right)
\]

where \( n \) and \( \mathbf{m}_1, \mathbf{m}_2 \) are the unit normal and two tangent vectors for the crack plane (see Figure 7), \( \sigma \) is the bulk stress, and \( \sigma_t \) and \( \sigma_s \) are the elastic limits in tension and shear, respectively. Furthermore, \( \kappa, \dot{k} \) are the internal variable and its rate related to the softening law for discontinuity. The softening slope parameter \( g \) is defined with the mode I fracture energy \( G_{Ic} \) as \( g = \sigma_t / G_{Ic} \), and constant viscosity modulus \( s \) is assumed here. The third Equation in (3) shows equivalent expressions for the traction \( \mathbf{t}_{I_x} \) in terms of the bulk stress or the discontinuity jump and the damaged stiffness \( \mathbf{E}_d = \mathbf{D}^{-1} \). Finally, \( n \) and \( \beta \) are parameters that control the shape of the combined mode II and mode III (shear) surface.

A fixed crack concept is adopted here, i.e., \( n \) remains the same after introducing a discontinuity in an element. A crack is embedded perpendicular to the first principal direction into an element, when criterion \( \varepsilon_{deq} \geq \varepsilon_{dim} \) is met. Here, equivalent damage strain \( \varepsilon_{deq} = \sqrt{\varepsilon_d : \varepsilon_d} \) is defined with \( \varepsilon_d = (\mathbf{D} - \mathbf{D}_0) : \sigma \) (damage strain), while \( \varepsilon_d^+ \) is the positive part of it (defined analogously as the positive part of the stress above), and \( \varepsilon_{dim} \) is the limit damage strain.

In order to have a continuous response upon transition from the continuum model to the discontinuity model, the hardening variable \( q \) and the parameter controlling the post peak slope, \( g \), above, are set as \( q(\kappa, \dot{k}) = \tilde{q}(\kappa, \dot{k}) \), \( g = \sigma_{tdyn}/G_{tdyn} \) where \( \sigma_{tdyn} = \sigma_t + \tilde{q}(\kappa, \dot{k}) \) is the dynamic tensile strength, and
\( G_{\text{Icdyn}} \) is the dynamic mode I fracture energy. This energy is needed to account for the correct dissipation of energy under high strain rates since.

The final component of the model is an isotropic damage model. It is introduced in order to alleviate the crack spreading and locking problems related to the embedded discontinuity kinematics implemented with the low order finite elements. In the present formulation, it is introduced into the post-peak softening process when almost all, say 80-90\%, of the load bearing ability of the element with a crack is used. Thereby, the final expression for the stress of an element with a crack reads

\[
\sigma = (1 - \omega)E_d : (\epsilon_{\text{tot}} - (\nabla \varphi \otimes a_d)^{\text{sym}})
\]

where \( \omega \) is the isotropic damage parameter. For more details on this part of the model, see [28]. It should be emphasized that this component of the model is included only in order to deal with the poor performance of the low order finite element. As it becomes active at the very late stage of the post-peak softening process, it does not affect the overall material behavior description of the model.

In this model, embedded discontinuities (cracks) with any desired orientation \( n \) can be introduced into the elements of the mesh before the analysis. The pre-existing crack distributions can thus be easily modeled. However, it should be kept in mind that the model accounts only for failure types that meet the damage strain criterion presented above. Therefore, the model does not account for the failure in purely compressive stress states.

**Split Hopkinson pressure bar simulation model**

The SHPB test setup with the BD sample of rock is modeled as follows. The incident and transmitted bars are modeled with standard 2-node bar elements. The incident pulse is modeled as an external stress pulse, \( \sigma_i(t) \), applied to the end of the incident bar. The contacts between the BD sample and the incident and transmitter bars are modeled in a standard manner by imposing contact constraints between the bar end nodes and the edge nodes of the discretized BD sample. The contact constraints are imposed with the forward increment Lagrange multiplier method, and the explicit modified Euler time integrator is employed in solving the response of the system in time [27]. The local element level solution, i.e., integration of Equations (1) and (3), is presented in [28].

**Numerical simulations**

The model described above is applied here in the simulation of the dynamic BD test on plasma shocked Balmoral red granite. The plasma shock itself and its effect on the rock microstructure are not modeled in this study. Instead, the plasma shock induced damage is accounted for by two different methods. In the first method this damage is assumed to be representable by the pre-embedded discontinuities with zero strength, and in the second method the damage is modeled as reduced and Weibull distributed mechanical properties. The material properties and model parameters used in the simulations here are given in Table 3.

The material property values for \( E, \nu, \rho \) and \( G_{\text{Ic}} \) in Table 3 are valid for granite in general. Unfortunately, direct tensile test data on Balmoral red granite was not available for the authors. Therefore, the other model parameters, such as \( \varepsilon_{\text{dlim}}, \frac{G}{G_{\text{Ic}}}, \) and \( \sigma_t, \) were calibrated by trial and error via single element model simulations to match the response of Balmoral granite under static and dynamic direct tension tests. The quasi-static indirect (i.e. measured in the Brazilian disc test) tensile strength of Balmoral granite is \( \approx 8.2 \) MPa, which is matched with the values given in Table 3. As to the other parameter values in Table 3, they were chosen as follows. Continuum viscosity \( \frac{\hbar}{G_{\text{Icdyn}}} \), dynamic fracture energy \( G_{\text{Icdyn}} \), and shear surface parameter \( \beta \) were calibrated by trial and error simulations so that the correct dynamic tensile strength, \( 29 \pm 3 \) MPa, and the post-peak behavior of an intact BD sample made of Balmoral red granite in SHPB experiment was predicted. Viscosity for discontinuity
was chosen so that its value does not affect the post peak response significantly but still secures a stable and robust stress integration, for details see [28] and [29]. Elastic shear limit, $\sigma_s$, was simply set as two times the elastic tensile limit. Finally, shear surface parameter $n$ value $\frac{1}{2}$ provides the correct unit (MPa) for shear stress (with unitless $\beta$).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus</td>
<td>$E$</td>
<td>60</td>
<td>GPa</td>
</tr>
<tr>
<td>Elastic limit stress in tension</td>
<td>$\sigma_t$</td>
<td>5.5</td>
<td>MPa</td>
</tr>
<tr>
<td>Elastic limit stress in shear</td>
<td>$\sigma_s$</td>
<td>11</td>
<td>MPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Material density</td>
<td>$\rho$</td>
<td>2600</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Mode I fracture energy</td>
<td>$G_{IC}$</td>
<td>100</td>
<td>N/m</td>
</tr>
<tr>
<td>Viscosity for continuum</td>
<td>$\bar{\sigma}$</td>
<td>0.009</td>
<td>MPa⋅s/m</td>
</tr>
<tr>
<td>Viscosity for discontinuity</td>
<td>$\bar{s}$</td>
<td>0.002</td>
<td>MPa⋅s/m</td>
</tr>
<tr>
<td>Limit damage strain</td>
<td>$\varepsilon_{lim}$</td>
<td>5.5E-5</td>
<td></td>
</tr>
<tr>
<td>Hardening slope parameter</td>
<td>$\bar{\varepsilon}$</td>
<td>55</td>
<td>l/m</td>
</tr>
<tr>
<td>Shear surface parameter</td>
<td>$n$</td>
<td>1/2</td>
<td></td>
</tr>
<tr>
<td>Shear surface parameter</td>
<td>$\beta$</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Strength ratio</td>
<td>$q_{tr}/q_0$</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Material properties and model parameter values for material point level simulations.

The four-node tetrahedral mesh and an example of the crack normal distributions used in the simulations are shown in Figures 8a and c. The initial crack population was generated as follows: First, a zone where the plasma gun induced cracks are located was defined with a width of 15 mm. This area was divided into nine layers, as shown in Figure 8b. Then, the elements in these layers were searched. The number of cracks in each layer is dictated by two crack density percentages $p_1$ and $p_2$. In the first layer, which is the layer directly affected by the plasma gun, the number of elements having an initial crack is $N_{el1} = p_1 N_{el1}$ ($N_{el1}$ is the number (amount) of the elements in this layer). The number of cracks in the next layers up to layer 9 is simply $N_{elN} = p_2 N_{el(N-1)}$ ($2 \leq N \leq 9$). The elements in each layer having a crack are randomly chosen in order to obtain a spatially random distribution of cracks. Finally, oriented embedded discontinuity was assigned for each element (in the mesh) designated as containing a crack. Figure 8c shows an example of the crack population with $p_1 = 0.8$ and $p_2 = 0.75$, resulting in 2471 cracks in total with layer 1 having 703 cracks and layer 9 only 72 cracks. The strength of a discontinuity representing an initial crack is set close to zero.

The orientation of the pre-embedded cracks is biased so that only the directions in the first quadrant are allowed. Namely, the crack normal vector for each pre-embedded discontinuity is generated by $\mathbf{n}_d = [r_1, r_2, r_3]^T$, where the components $r_i$ are random numbers from a uniform distribution between 0 and 1. This orientation may not be the case in reality but serves for these preliminary modeling purposes. It is noted that an unbiased crack orientation scheme was also tested, but it did not provide the desired weakening effect within the present modeling approach that accounts presently only for tensile type of fracture.

The first set of simulations was carried out by varying the percentage $p_1$ while keeping $p_2$ fixed to 0.9. The results with $G_{ICdyn} = 5G_{IC}$ for the final failure modes and tensile stresses (as a function of time) are shown in Figure 9. To facilitate the comparison, the tensile stress vs. time curves are calculated similarly as in the experimental procedure (i.e. by $\sigma_t(t) = P(t)/(\pi RH)$ where $R$ and $H$ are
the radius and thickness of the disc, and $P = (P_1 + P_2)/2$ is the average of the contact forces between the incident and transmitted bars and the disc).

According to the results shown in Figure 9, all the failure modes display the major axial splitting crack but the details differ. The most notable difference is that the secondary radial cracks are less pronounced as the number of cracks increases. As for the tensile stresses shown in Figure 9f, a clear tendency of decreasing tensile strength can be observed upon increasing the crack number. With parameters $p_1 = 0.8$ and $p_2 = 0.9$, the tensile strength is 23 MPa, while without cracks it is 31.5 MPa. In this respect, the present approach seems to be able to capture the rock weakening effect of the microcrack populations. However, more experimental research is needed in order to decide whether this modeling approach correspond to the plasma shock induced damage and cracks.

One more simulation was carried out with crack density percentages $p_1 = 0.8$ and $p_2 = 0.75$. This scheme results in 2463 cracks in total with layer 1 having 703 cracks and layer 9 only 72 cracks. Thereby, this scheme presumably represents more realistically the plasma shock induced crack systems when only one side of the sample is treated with the plasma gun. The results with these parameter values are shown in Figure 10b.
Figure 9. Simulation results showing the final failure mode in terms of the magnitude (norm) displacement jump with no cracks a), when $p_1 = 0.2$, $p_2 = 0.9$ (1054 cracks) b), $p_1 = 0.4$, $p_2 = 0.9$ (2057 cracks) c), $p_1 = 0.6$, $p_2 = 0.9$ (3020 cracks) d), $p_1 = 0.8$, $p_2 = 0.9$ (3856 cracks) e), and corresponding tensile stress vs time curves f).

Another simple approach to account for the plasma shock induced damage is to assume that the mechanical properties are deteriorated randomly. Here this approach is tested with the assumption that the tensile elastic limit and the Young’s modulus conform to the Weibull distribution. The 3-parameter cumulative Weibull probability distribution function reads

$$ Pr(x) = 1 - \exp\left(-\left((x - x_0) / x_u\right)^m\right) $$

where $m_w$ is the shape parameter, $x_0$ is the scale parameter corresponding to the mean value of $x$, and $x_u$ is the location parameter. The parameter values used in this paper are $m_w = 3$, $x_0 = 0$, for both $\sigma_t$ and $E$ and $x_0 = 0.37E_0$ for $E$ and $x_0 = 0.2\sigma_0$ for $\sigma_t$ (where $E_0$ and $\sigma_0$ are values given in Table 3). These values for the mean value parameter $x_0$ are taken from Ref. [42]. Therein, experimental results for the mechanical properties of granite are reported after thermal treatment up to 600 °C. At this temperature, the Young’s modulus and the tensile strength were reduced to 37 % and 20 %, respectively, from the values at room temperature. As for the elastic limit in shear, it is simply taken as two times the elastic limit in tension.

This distribution is used as follows. After generating a uniformly distributed random data between 0 and 1 ($Pr(x)$ in (5)), corresponding to the number of elements in the plasma shock affected zone of the mesh, and solving for $x$ in (5) for each element, a spatially statistical distribution of a material property is obtained in the damaged zone. The zone of the plasma shock affected elements with this method is the same as with the pre-embedded discontinuities approach. Figure 8d shows the case for the Young’s modulus with $p_1 = 1$, $p_2 = 0.75$. Moreover, the limit of the damage strain, $\varepsilon_{\text{lim}}$, is also lowered to 20 % of the value given in Table 3. The simulation results with the Weibull approach are shown in Figure 10c-e for three different numerical specimens.
According to the results shown in Figure 10, the failure modes display similar overall features with deviations only in details. Most notably, the amount of damage with the initial crack population and Weibull approaches is larger at the bottom (z = 0) surface of the disc. Moreover, the deviations between the results for the different numerical specimen predicted with the Weibull method are negligible. This finding, which means that the brittle materials become more and more deterministic under increasing loading rate, is in line with the theoretical considerations and Monte Carlo simulations carried out with a probabilistic damage model based on Weibull distribution.

As for the tensile stresses shown in Figure 10f, the peak stress of the intact rock is 31.2 MPa, while the maximum stress with the initial crack and Weibull approaches are 26.3 MPa and 26.4 MPa, respectively. This means that the 15.7 % (initial cracks) and 15.4 % (Weibull distribution) weakening in the tensile strength with these methods are very close to the experimental value (14 %) with the longest tested exposure time. In this respect, both of the tested approaches are capable of capturing the rock weakening effect of plasma shock induced damage.
In passing, it is noted that mesh sensitivity study is not included here since it is already done with respect to the present application (albeit without the pre-embedded cracks or the weakened strengths) in [29] for 2D and [28] for 3D case. Therein, the present numerical approach is shown to predict mesh objective results in uniaxial tension test as well as Brazilian disc test both in 2D and in 3D cases.

Discussion

The results obtained from the SHPB tests show a maximum tensile strength of $29 \pm 3$ MPa, which matches considerably well with the results of the first approach in the numerical simulation (31.75 MPa). After a 0.40 second heat shock, as mentioned before, the tensile strength does not essentially change and correlates to the situation in the simulation where $p_1 = 0.2$ and $p_2 = 0.9$. A 0.55 second heat shock decreases the strength of the rock to $25 \pm 4$ MPa. This value is a good match with the simulation condition where $p_1 = 0.6$ and $p_2 = 0.9$. When $p_1 = 0.8$ and $p_2 = 0.9$, the maximum tensile strength obtained from the numerical simulations (23 MPa) matches well with the SHPB result when the rock samples were heat shocked for 0.80 seconds. Comparison of the results of the SHPB tests with the second approach with an assumption that the mechanical properties are deteriorated leads to a different situation. The peak stress of the intact rock in the simulations is 31.2 MPa, while the maximum stress with the initial crack and Weibull approaches are 26.3 MPa and 26.4 MPa, respectively. This means that 15.7 % (initial cracks) and 15.4 % (Weibull distribution) weakening in the tensile strength with these methods are very close to the experimental value (14 %) with the longest used exposure time.

Even though the quantitative analysis provides an easier comparison to understand the behavior of the rock in different testing conditions, it does not provide a full description of the mechanical behavior. For this, one has to pay attention to many details such as the strain distribution during the loading, fragmentation, etc. DIC has proven to be a useful tool for the comparison of the simulation and experimental results. Figure 10 shows the high speed images of a sample during dynamic loading. The displacement in the direction perpendicular to the loading (Y-direction) between adjacent subsets, or $\Delta l = \varepsilon l_0$, are also shown in the original images. Figure 10a shows the displacement over the surface of the sample before the test starts. No displacement can be observed before the image of Figure 10c with the time stamp of 40 µs. This observation indicates that the fracture initiates inside the samples and then propagates to the surface only after the sample has already reached its maximum stress. After this point, the crack propagates with high speed, followed by crushing of the sample at contact points with the loading bars. Unfortunately, the speckle pattern applied on the surface of the samples for the DIC analysis prevents us from analyzing characterizing the actual initiation and propagation (intergranular or transgranular) of the cracks.

Finally, it is instructive to compare the numerically predicted failure mode development to the experimental one shown in Figure 11. Figure 12 shows the simulated development of the norm of displacement jump at different times in the case of the initial crack method.

When comparing the simulated results in Figure 12 to the experimental ones in Figure 11, it can be observed that there is a satisfactory agreement. Even though both sets of results are quantitative, the comparison is not trivial since the DIC images display displacements on the surface of the sample, while the simulation results are presented in terms of the displacement jump norm over the whole volume of the sample. However, qualitatively the experimental results in Figures 11 d and e seem to agree with the simulated ones presented in Figures 12 d and f.
Figure 11. DIC images obtained during dynamic compression of a sample after 0.80 seconds heat shock for. a) t = -40 µs, b) t = 0 µs, c) t = 40 µs, d) t = 80 µs, e) t = 120 µs.

Concluding Remarks

The surface of the rock material was modified by applying heat shocks on the surface of Brazilian disc samples using a plasma gun. Later on, Surface damage caused by the heat shocks was quantified using optical images to obtain the fractal dimension of the surface crack patterns. The fractal dimension results show the increase in the amount of surface damage as well as the increase in the complexity of the crack network. It is clear that the heat shock affects a larger volume than just the surface and that there are cracks also under the surface, which are not visible with visible or ultraviolet light. However, this method can provide reasonable estimates for the effects of the heat shock on the tensile strength of the studied rocks.

Afterwards, the samples were tested using the Split Hopkinson Pressure Bar device. The tensile strength of the tested material does not show any change for the 0.40 second heat shock, even though the fractal dimension results indicate surface damage also for this heat shock duration. This means that the affected volume was very small and the duration of heat shock was not long enough to transfer the energy deeper into the sample. However, when the duration of the heat shock increases to 0.5 seconds, the tensile strength of the material drops by 14% from its original value. Increasing the duration of the heat shock up to 0.80 second leads to a 20% decrease in the tensile strength of Balmoral Red.
Two different approaches were made to numerically simulate the dynamic behavior of the rock material. The first approach is based on the number of initial cracks. The results of the simulations based on this approach match with results obtained from the SHPB tests. The second approach is based on the assumption that the mechanical properties of the rock are degraded and conform to the Weibull distribution. The Weibull parameters can be adjusted with the data on thermally affected rock material properties. As for the tensile stresses, the peak stress of the intact rock is 31.2 MPa, while the maximum stress with the initial crack and Weibull approaches are 26.3 MPa and 26.8 MPa, respectively. This means a 15.7% (initial cracks) and 14.1% (Weibull distribution) weakening in the tensile strength, which are very close to the experimental value (14%) with the longest tested exposure time. In this respect, both of the tested approaches are capable of reproducing the experimental weakening effect of the plasma shock induced damage.

Finally, digital image correlation was used to observe the crack initiation and propagation on the surface of the samples during the high rate tests. Time stamps from the tests were recorded on the images, and the data from the SHPB tests was synchronized with the obtained images. The obtained results from DIC correlate well with the numerical simulations showing the displacement values. However, it should be noted that the DIC results show the displacement on the surface of the samples, while the simulation results include the whole specimen volume.
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