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Abstract—We derive a comprehensive analytical framework for the ED over generalized, extreme, and non-linear fading conditions which addresses the topic completely. This is carried out for both conventional and diversity receptions and it is based on the area under the ROC curve (AUC), which is an efficient performance measure that is widely used in physical sciences and engineering. This differentiates the considered methodology from the aforementioned routine approaches and additionally provides generic results on the arbitrary derivatives of the MGF of useful generalized processes. The asymptotic behavior of the derived expressions is also analyzed providing direct and concrete insights on the role and effect of the involved parameters on the ED performance. The offered analytic results are subsequently employed in quantifying the performance of ED over various types of fading conditions, which exhibits that ED performance is significantly degraded by even slight variations of the severity of fading. To this end, it is shown that the detrimental effects of fading can be effectively mitigated with the aid of square-law combining and switch-and-stay combining methods, as a low number of diversity branches can ensure sufficient and holistic performance improvement even in severe fading conditions.
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I. INTRODUCTION

T

HE detection of unknown wireless signals is considered an important topic in wireless communications and has for long attracted considerable attention by both academic and industrial sectors. It is also known that the efficiency of detectors is typically characterized by the following criteria: i) overall robustness; ii) no requirements of a priori knowledge of the characteristics of the signal under test (SUT); iii) operation at the shortest possible detection time; iv) low implementation complexity; v) ability to perform adequate detection over a wide range of frequency bands; vi) efficient operation in the presence of severe multipath fading and shadowing conditions [4]–[12] and the references therein. Based on these, different detection methods have been proposed for meeting certain performance and complexity requirements. These approaches have been developed in the context of energy detection, matched filter detection and cyclostationary, or feature detection [13], and achieving an adequate balance between high performance and low complexity constitutes a major challenge that becomes even more critical when accounting for realistic fading conditions of varying severity.

A. Related Literature

Matched filter-based detection is considered optimal thanks to the relatively low sensing time requirements. However, its main drawback is that its coherent structure requires a priori information about the features of the SUT, which is practically unrealistic in the majority of cognitive radio (CR) applications [14], [15]. Cyclostationary or feature detection methods exploit the inherent periodicity of modulated signals, which enables the detector to differentiate between the received signal and noise [16]. This approach provides adequate robustness but at a cost of high sampling rate and sensitivity of sampling clock errors, which renders it impractical in applications that require reduced computational complexity [13]. As a consequence, non-coherent detectors such as radiometers are widely employed thanks to their low computational and implementation...
complexities as well as the lack of requirements for a priori knowledge of the signal. As a result, even though ED appears vulnerable in the low signal-to-noise ratio (SNR) region and requires the noise power estimation process [17], [18], the aforementioned advantages feature constituting it the most suitable option in various applications relating to radar systems, impulse radio-based ultra-wideband systems, wireless sensor networks and spectrum sensing in CR systems [19]–[24].

It is recalled that the detection capability has been typically characterized by the probability of detection, \( P_d \), and the probability of false alarm, \( P_f \). These measures are fundamental as the corresponding former accounts for the probability that the presence of an unknown signal is detected, whereas the latter corresponds to the probability that a detector decides erroneously that an unknown signal is present. These measures are also used in forming the receiver operating characteristics (ROC) curve, \( P_d \) versus \( P_f \), for specific values of the time-bandwidth product and the energy threshold [25]. To this effect, detection of signals based on the received signal energy was firstly analyzed in [26] for the case of unknown deterministic signal over a flat band-limited Gaussian noise channel. Capitalizing on this, the ROC-based analysis of ED over Rayleigh, Nakagami-\( m \), Ricean, Weibull, \( \eta-\mu \), \( \kappa-\mu \) and \( K \), \( K_G \), respectively, were investigated in [27]–[33]. Likewise, similar analyses for different diversity methods were reported in [33]–[35], [37], [38] while a considerably improved energy detector was proposed in [39].

However, the conventional approach of ROC evaluation criteria imposes certain limitations when the considered fading conditions are generalized or composite. The main reason is that the involved mathematical complexity increases substantially, which renders the derivation of tractable closed-form expressions rather cumbersome, if not impossible. This is clearly reflected by the fact that most of the aforementioned analyses over generalized fading channels in [27]–[33] and [33]–[35], [37], [38] are based on either non-simple series representations or on semi-analytic approaches, which in turn exhibit a laborious and often problematic computation and further algebraic manipulation. In addition, although the ROC curves can provide a relatively adequate indication of ED performance, a single figure of merit that provides a better insight on the overall detection performance is undoubtedly useful as it can lead to more generic and reliable selection criteria. To this end, a distinct single-parameter measure that has been also used in various applications in natural sciences and engineering is the area under the ROC curve (AUC) [32]. This measure is an alternative metric for evaluating the performance of a detector and it has been used extensively in numerous areas of physical sciences and engineering. Its usefulness over the conventional \( P_f \) and \( P_d \) measures is that it constitutes a single-parameter measure that provides a better view of the overall detector performance. Specifically, in the conventional ROC approach the performance of spectrum sensing techniques depends on the value of the corresponding \( P_d \) and \( P_f \). Based on this, the most typical method to analyze the performance is to fix one of the two measures and vary the other one. This provides useful insights on the detector’s performance which are, yet, specific and do not always extend readily to additionally account for the overall performance of the detector. On the contrary, in the case of AUC, there is only one parameter involved which provides a better insight on the overall performance. Ideally, AUC approaches unity, in which case the corresponding \( P_d \) is always unity, regardless of the value of \( P_f \). This is the main advantageous characteristic of AUC and useful values are considered those greater than 0.65 with those greater than 0.85 generally regarded as rather acceptable [40].

The AUC performance measure was firstly introduced in applications relating to wireless communications in [32], [33], [36]. Based on this, the authors in [38] analyzed the AUC by means of the semi-analytic moment-generating-function (MGF) approach for the case of Nakagami-\( m \) and \( \eta-\mu \) fading channels. Moreover, further addressing of similar topics based again on semi-analytic or non-explicit analyses were also reported in [34], [35], [41]. Nevertheless, following this approach has non-negligible drawbacks as the resulting analytic solutions are cumbersome to handle both analytically and numerically. Furthermore, a comprehensive mathematical framework over the most distinct generalized fading conditions does not exist neither for conventional nor for diversity based systems.

B. Motivation and Contribution

It is recalled that multipath fading can be accurately characterized by generalized statistical distributions. To this effect, the most generic and extensively used fading models are based on the \( \kappa-\mu \), the \( \eta-\mu \), and the \( \alpha-\mu \) distributions, which were proposed in [42], [43]. These models are particularly flexible and have been proven capable of modeling effectively small-scale variations of the fading signal in line-of-sight (LOS) and non-line-of-sight (NLOS) conditions. This is also evident by the fact that they have been used in the derivation of accurate composite fading models, such as the recently proposed \( \kappa-\mu \) shadowed model [44], [45]. In the same context, the \( \kappa-\mu \) extreme distribution is a recently proposed fading model that provides accurate characterization of radio propagation under extreme fading channels, which are typically characterized by wireless communication scenarios that involve severe fading conditions and a small number of multipath components. Such scenarios are typically encountered in enclosed environments such as airplanes, train, buses and shopping malls [46].

However, in spite of the undoubtedly usefulness of the above models, their utilization in several applications is often limited due to their non-simple algebraic representation which renders the required analyses intractable. For example, evaluating the ED performance over \( \alpha-\mu \) fading channels analytically is practically restricting even by the conventional ROC approach due to the arbitrary power of the argument of the involved exponential function. This also occurs for \( \eta-\mu \) and \( \kappa-\mu \) fading channels due to the presence of the modified Bessel function of the first kind. Motivated by this and based on the aforementioned advantages of the AUC metric, the present work is devoted to the derivation of a comprehensive mathematical framework for the ED over generalized fading conditions based on the AUC performance measure. As already mentioned, deriving such a framework in the context of conventional ROC approach is intractable and thus, the offered results are particularly useful in
the comprehensive analysis of ED performance over various multipath fading conditions. Furthermore, the derivations are largely based on non-standard methods as the typically adopted semi-analytic MGF approach is extended in yielding elegant and tractable analytic solutions for both conventional and diversity based scenarios. In more details, the contributions of this paper are summarized below:

1) Novel and simple closed-form expressions are derived for the average AUC over $\kappa-\mu$, $\kappa-\mu$ extreme, $\eta-\mu$ and $\alpha-\mu$ fading channels.
2) The asymptotic behavior of the derived expressions is investigated thoroughly, allowing the development of direct insights on the impact of fading on ED performance.
3) The offered analytic results are extended to the case of square-law combining and switched diversity. This is realised by capitalizing on the semi-analytic method for deriving elegant analytic expressions. These diversity schemes do not require any channel state information (CSI) compared to schemes such as maximal ratio combining (MRC) and equal gain combining (EGC), which renders them suitable in practical ED-based systems.
4) The derived mathematical framework is employed in quantifying the effect of different fading conditions on the ED behavior and performance.
5) It is shown that the effect of the medium non-linearity on ED performance is the most significant while extreme fading conditions affect the ED performance dramatically.
6) It is shown that diversity reception can provide effective and robust compensation for the detrimental effects of generalized and extreme multipath fading. Indicatively, it is demonstrated that even a non-high number of branches can lead to acceptable ED in most fading conditions.

The remainder of the paper is organized as follows: The channel and system models are described in Section II. A novel mathematical framework for the average AUC of ED over $\kappa-\mu$, $\kappa-\mu$ extreme, $\eta-\mu$ and $\alpha-\mu$ fading channels is derived in Section III. This framework is extended to the case of square-law combining (SLC) and switched-and-adding combining (SSC) in Sections IV and V, respectively. Section VI presents the corresponding numerical results and useful discussions, while closing remarks are given in Section VII.

II. SYSTEM AND CHANNEL MODELS

A. System Model and Detection

The problem of detecting the presence of unknown deterministic wireless signals can be modeled as a binary hypothesis-testing problem, where hypotheses $H_0$ and $H_1$ correspond to the cases that the SUT is absent or present, respectively. To this effect, the received signal for the binary hypothesis is expressed as follows:

$$r(t) = \begin{cases} \ n(t) : H_0 \\ a \cdot s(t) + n(t) : H_1 \end{cases}$$

where $a$ denotes a slow fading channel, $n(t)$ is the zero-mean complex additive white Gaussian noise (AWGN), with single-sided power spectral density $N_0$ at the receiver and $s(t)$ is the transmitted signal with average power $E_s$. The received signal is firstly band-pass filtered in bandwidth $W$ for removing the out of band noise and adjacent channel interference. This filter output is then absolute squared and integrated over time $T$, which yields the test statistic $Y$ that follows a central chi-square distribution, $\chi^2_{2u}$, with $2u$ degrees of freedom, in $H_0$ hypothesis and a non-central chi-square distribution, $\chi^2_{2u}(2\gamma)$, with $2u$ degrees of freedom and a non-centrality parameter $2\gamma$, in the $H_1$ hypothesis [4]. In these cases $u$ is the time-bandwidth product and

$$\gamma = \frac{|a|^2 E_s}{N_0}$$

is the received instantaneous SNR. Finally, the test statistic $Y$ is compared with a predefined energy threshold $\lambda$, which determines whether the SUT is present or absent. To this effect, the probabilities of false alarm and detection are given by [4]

$$P_f = \Pr(Y > \lambda | H_0) = \Gamma\left(u, \frac{\lambda}{2}\right) \Gamma(u)$$

and

$$P_d = \Pr(Y > \lambda | H_1) = Q_u\left(\sqrt{2\gamma}, \sqrt{\lambda}\right)$$

where $\Gamma(x)$ and $\Gamma(x, y)$ denote the gamma function and the upper incomplete gamma function, respectively, whereas $Q_u(a, b)$ is the generalized Marcum $Q$-function [47].

B. Generalized Fading Channels

It has already been mentioned that generalized fading models provide accurate characterization of multipath fading and include as special cases other commonly used distributions.

1) The $\kappa-\mu$ Distribution: This distribution was proposed as a generalized and versatile fading model that can provide accurate characterization of small-scale fading conditions also encountered in LOS communication scenarios. It has been proposed assuming that a signal is composed of clusters of multipath waves, propagating in a non-homogeneous environment. Within a cluster, the phases of the scattered waves are random and have similar delay times, while the delay-time spreads of different clusters are relatively large. Also, the clusters of multipath waves are assumed to have scattered waves with identical powers, but each cluster includes a dominant component with arbitrary power [42]. The parameter $\kappa$ denotes the ratio between the total power of the dominant components and the total power of the scattered waves, whereas $\mu$ is the number of multipath clusters.

The probability density function (PDF) of the instantaneous SNR per symbol, $\gamma$, is given by [42, eq. (10)]

$$f_\gamma(\gamma) = \frac{\mu(1+\kappa)^{\mu+1}}{\kappa^\mu \exp\left(\kappa\mu\right)} \frac{\gamma^{\mu-1}}{\Gamma(\mu)} \left(2\mu \sqrt{\frac{\kappa(1+\kappa)}{\gamma}}\right)$$

$$\times \exp\left(-\frac{\mu(1+\kappa)}{\gamma}\right)$$

(7)
where $\bar{\gamma}$ is the average SNR per symbol, and $I_n(\cdot)$ is the modified Bessel function of the first kind [48]. It is recalled that the two fading parameters are linked to each other by

$$
\mu = \frac{1 + 2\kappa}{\text{Var}(\Omega)(1 + \kappa)^2}
$$

with $\Omega$ and $\text{Var}(\cdot)$ denoting the normalized power [42] and statistical variance, respectively. Furthermore, the $\kappa-\mu$ distribution includes as special cases Rice distribution for $\kappa = 1$, Nakagami--$m$ distribution for $\kappa \to 0$, Rayleigh distribution for $\mu = 1$ and $\kappa \to 0$ and one-sided Gaussian for $\mu = 0.5$ and $\kappa \to 0$, [42]. In addition, the respective MGF is expressed as [49, eq. (7)]

$$
M_\gamma (s) = \left( \frac{\mu (1 + \kappa)}{s \gamma + (1 + \kappa) \mu} \right)^\mu \exp \left( -\frac{\mu \kappa \gamma}{s \gamma + \mu (1 + \kappa)} \right).
$$

(9)

2) The $\kappa-\mu$ Extreme Distribution: This fading distribution was reported recently as an effective model for accounting for extreme fading conditions that are typically encountered in enclosed environments. This model emerged from $\kappa-\mu$ distribution, yet it is different, and assumes that $m$ remains constant while $\kappa$ and $\mu$ reach their extreme values, namely $\kappa \to \infty$, i.e., very strong LOS, and $\mu \to 0$, i.e., very few multipaths, [46]. The mentioned parameter $m$ is the inverse of the variance of the normalized power of the fading signal, i.e.,

$$
m = \frac{1}{\text{Var}(P^2)} = \frac{1}{\text{Var}(\Omega)}
$$

(10)

and is given in terms of $\kappa$ and $\mu$ as

$$
m = \frac{\mu (1 + \kappa)^2}{1 + 2\kappa}.
$$

(11)

This model also accounts for hyper-Rayleigh fading behavior [46] while its SNR PDF is defined as [29, eq. (22)], namely

$$
f_\gamma (\gamma) = \frac{2m}{\sqrt{\pi} \gamma} e^{-2m \gamma (1 + \bar{\gamma})} I_1 \left( 4m \sqrt{\frac{\gamma}{\bar{\gamma}}} \right) + \frac{e^{-2m}}{2\sqrt{\pi} \gamma} \delta (\gamma)
$$

(12)

where $\delta(\cdot)$ is the Dirac delta function. The algebraic representation of the $\kappa-\mu$ extreme distribution is relatively simple and its basic statistical metrics were derived in [46]. In what follows, we derive the MGF of the $\kappa-\mu$ extreme distribution which, among others, is useful in the subsequent analysis.

**Theorem 1:** The MGF of $\gamma$ for the $\kappa-\mu$ extreme distribution can be expressed as follows:

$$
M_\gamma (s) = e^{-\frac{4m^2 h}{\Gamma(\mu) (\mu + \gamma s) (\mu + \gamma s)}} \left( \frac{4m^2 h}{\Gamma(\mu) (\mu + \gamma s) (\mu + \gamma s)} \right)^\mu.
$$

(20)

3) The $\eta-\mu$ Distribution: This distribution was proposed as a generalized and versatile fading model that can provide accurate characterization of small-scale fading conditions in NLOS communications. This fading model considers a signal composed of clusters of multipath waves propagating in a non-homogeneous environment. Within any one cluster, the phases of the scattered waves are random and have similar delay times with the delay-time spreads of different clusters being relatively large [42]. The $\eta-\mu$ model consists of two formats with $\mu$ relating to the number of multipath clusters [42]. In Format I, $0 < \eta < \infty$ is the ratio between the in-phase and quadrature components of the fading signal within each cluster. These components are assumed to be statistically independent to each other and have different powers. In Format II, $-1 < \eta < 1$ is the correlation between the powers of the in-phase and quadrature scattered waves in each multipath cluster. The corresponding SNR PDF is given by [42, eq. (26)]

$$
f_\gamma (\gamma) = \frac{2\sqrt{\pi} \gamma} \Gamma (\mu) \frac{e^{\frac{\gamma H}{\mu}} \gamma^{\frac{\mu}{2} - \frac{1}{2}}}{\bar{\gamma}^{\frac{\mu}{2} - \frac{1}{2}}} e^{-\frac{\gamma H}{\mu}} I_\mu \left( \frac{2\mu H}{\gamma} \right)
$$

where

$$
h = \frac{2 + \eta^{-1} + \eta}{4},
$$

(15)

$$
H = \frac{\eta^{-1} - \eta}{4}.
$$

(16)

in Format I and

$$
h = \frac{1 - \eta^2}{1 - \eta^2},
$$

(17)

$$
H = \frac{\eta}{1 - \eta^2}.
$$

(18)

in Format II. It is noted here that the $\mu$ parameter in the $\eta-\mu$ fading model denotes half the number of multipath clusters and is linked with $\eta$ by [42]

$$
\mu = \frac{1 + (H/h)^2}{2\text{Var}(\Omega)}.
$$

(19)

Furthermore, the $\eta-\mu$ distribution reduces to Nakagami--$q$ (Hoyt) distribution for $\mu = 0.5$ and to Nakagami--$m$ distribution for $\eta \to 0, \eta \to \infty$, and $\eta \to \pm 1$. Also, the MGF of $\gamma$ for the $\eta-\mu$ fading distribution is expressed as [49, eq. (6)]

$$
M_{\gamma} (s) = \left( \frac{4\mu^2 h}{\Gamma(\mu) (\mu + \gamma s) (\mu + \gamma s)} \right)^\mu.
$$

(20)

4) The $\alpha-\mu$ Distribution: This distribution was proposed as a generalized model that can provide accurate characterization of small-scale fading conditions by also taking into account the non-linearity of the propagation medium. The $\alpha-\mu$ fading model considers a signal composed of clusters of multipath waves propagating in a non-homogeneous environment. Within any one cluster, the phases of the scattered waves are random and have similar delay times, while delay-time spreads of different clusters are relatively large. These clusters are assumed to consist of scattered waves with identical powers and the resulting envelope is obtained as a nonlinear function of the modulus of the sum of the multipath components. Such a nonlinearity is manifested in terms of a power parameter, so that the resulting signal intensity is obtained not only as the modulus of the sum of the multipath components, but as the modulus to a certain given exponent [43]. The corresponding SNR PDF is given by [43, eq. (1)]

$$
f_\gamma (\gamma) = \frac{\alpha \mu^\mu}{2\Gamma (\mu) \gamma^{\frac{\mu}{2} - 1}} e^{-\frac{\mu \alpha/2}{\gamma^{\alpha/2}}} \exp \left( -\frac{\gamma \alpha/2}{\mu \alpha/2} \right)
$$

(21)
where $\mu$ is the number of multipath clusters and $\alpha > 0$ denotes the non-linearity of the medium, which is subsequently shown to be critical in ED performance. This model reduces to Weibull model for $\mu = 1$, to Nakagami–m model for $\alpha = 2$ and to Rayleigh model for $\alpha = 2$ and $\mu = 1$. Also, the corresponding MGF of $\gamma$ is given by $[50, \text{eq. (6)}]$ in (22), as shown bottom of this page,

$$M_{\gamma}(s) = \frac{\alpha \mu^\mu}{2\Gamma(\mu)} \frac{k^\frac{\mu}{2}}{(2\pi)^\frac{\mu}{2}} \frac{k^{\frac{\mu-1}{2}}}{s^{\frac{\mu}{2}} - \Delta(1, 1 - \frac{\mu}{2}, \Delta(k, 0))} \times G_{1, k}^{\mu, 1} \left( \left( \frac{\mu}{2} \right) \frac{k^{\frac{\mu}{2}}}{s^{\frac{\mu}{2}}} \mid \Delta(1, 1 - \frac{\mu}{2}, \Delta(k, 0)) \right) (22)$$

where $G_{\mu, q}^{m, n} (.)$ is the Meijer $G$–function $[48, \text{eq. (9.301)}]$ and

$$\Delta(a, b) = \frac{b + 1}{a}, \frac{b + 2}{a}, ..., \frac{b + a - 1}{a}. (23)$$

C. Area Under ROC Curve (AUC)

As already mentioned, the AUC is an effective single-parameter performance measure that has been used extensively in various analyses in natural sciences and engineering. The AUC is the area covered by the ROC curve of $P_d$ versus $P_f$ and is defined as $[25, 32]$

$$A = \int_0^1 P_d(\gamma, \lambda) \, dP_f(\lambda). (24)$$

Thus, the average AUC ($\overline{\text{AUC}}$) is determined by averaging (24) over the statistics of the fading conditions, namely

$$\overline{\text{AUC}} = \int_0^\infty A(\gamma) \, f_\gamma(\gamma) \, d\gamma. (25)$$

The AUC over AWGN channels is expressed as $[41, \text{eq. (12)}]$

$$A(\gamma) = 1 - \sum_{l=0}^{u-1} \sum_{i=0}^l \frac{l + u - 1}{l - i} \frac{\gamma^l e^{-\gamma}}{l!} \frac{\gamma^i e^{-\gamma}}{i!} (26)$$

for integer values of $u$, with $\binom{u}{l}$ denoting the binomial coefficient. Likewise, in the presence of fading effects, the average AUC is obtained by substituting (26) in (25) yielding

$$\overline{\text{AUC}} = 1 - \sum_{l=0}^{u-1} \sum_{i=0}^l \left( \frac{l + u - 1}{l - i} \frac{1}{2} \right) \int_0^\infty \gamma^l e^{-\gamma} \frac{\gamma^i e^{-\gamma}}{i!} d\gamma (27)$$

as well as by the following MGF based semi-analytic approach

$$\overline{\text{AUC}} = 1 - \sum_{l=0}^{u-1} \sum_{i=0}^l \left( \frac{l + u - 1}{l - i} \frac{1}{2} \right) \left( \frac{1}{2} \right)^l \frac{\mu^l}{l!} \frac{\mu^i}{i!} M_{\gamma}^{(i)}(s) \bigg|_{s=\frac{i}{2}} (28)$$

where $M_{\gamma}^{(n)}(s)$ denotes the $n$th derivative of the MGF of the fading involved distribution. It is noted that (24)–(28) can be also expressed in terms of the complementary AUC, namely $\overline{\text{CAUC}} = 1 - \overline{\text{AUC}}$. Furthermore, in the subsequent analysis we capitalize (28) to derive analytic expressions which are not expressed in semi-analytic form, such as the derivation of (13) in Theorem 1. Hence, the adopted method is different and more efficient than the typical semi-analytic MGF approach.

III. AVERAGE AUC OVER GENERALIZED AND NON-LINEAR FADING CHANNELS

This section is devoted to the derivation of a mathematical framework for the average AUC over generalized and non-linear fading channels for single channel communications.

A. Average AUC over $\kappa - \mu$ Fading Channels

**Theorem 2:** For $\kappa, \mu, \gamma \in \mathbb{R}^+$ and $u \in \mathbb{N}$, the average AUC over $\kappa - \mu$ fading channels can be expressed as follows:

$$\overline{\text{AUC}}_{\kappa - \mu} = 1 - c_1 \sum_{l=0}^{u-1} \sum_{i=0}^l \sum_{j=0}^l \left( \frac{l + u - 1}{l - i} \frac{(i + \mu - 1)}{(i - j)} \right) \times \frac{1}{2^j j!} \left( \frac{1}{1 + 2\zeta} \right)^j \frac{(2\kappa\mu\zeta)}{(1 + 2\zeta)} (29)$$

where $\zeta = \frac{\mu(1 + \kappa)}{\tau}$ and

$$c_1 = \frac{1}{2^\mu} \left( \frac{2\zeta}{1 + 2\zeta} \right) ^\mu e^{-\frac{\tau}{1 + \kappa}}. (30)$$

**Proof:** The proof is provided at Appendix II.

Importantly, the derived expression in (29) consists only of elementary functions, which renders it simple as it can be readily computed using popular mathematical software packages such as MATLAB, MAPLE and MATHEMATICA. Furthermore, it can be further analyzed asymptotically leading to useful insights on the impact of the involved parameters on the system performance. To this end, in the case of high SNR and not particularly strong LOS components it is realistic to assume that $\tau >> 2\mu(1 + \kappa)$; based on this (29) becomes

$$\overline{\text{AUC}}_{\kappa - \mu} \approx 1 - \frac{e^{-\frac{\tau}{1 + \kappa}}}{2^u \mu^u} \sum_{l=0}^{u-1} \sum_{i=0}^l \sum_{j=0}^l \left( \frac{l + u - 1}{l - i} \frac{(i + \mu - 1)}{(i - j)} \right) \times \left( \frac{i + \mu - 1}{i - j} \frac{1}{2^j j!} \left( \frac{2\kappa\mu^2(1 + \kappa)}{\tau} \right)^j \right). (31)$$

By also noticing that the above triple series is dominated by the fraction outside of it, one obtains

$$\overline{\text{AUC}}_{\kappa - \mu} \approx 1 - 2^{-u} \tau^{-u} \mu e^{-\frac{\tau}{1 + \kappa}}. (32)$$

The above expression shows clearly that the effect of $\kappa$ and $\mu$ are exponential. As a result, in case of strong LOS components the involved fraction reduces rapidly to zero and thus, $\overline{\text{AUC}}_{\kappa - \mu} \to 1$. Likewise, for the crucial case of low SNR values it is realistic to assume that $\tau << 2\mu(1 + \kappa)$. By substituting in (29) and carrying out some long but basic algebraic
which shows that the value of \( \overline{\text{AUC}} \) in the low average SNR regime depends on the value of the time-bandwidth product as well as on the severity of the encountered fading conditions.

C. Average AUC over \( \eta - \mu \) Fading Channels

Theorem 4: For \( \eta, \mu, h, H \in \mathbb{R}^+ \) and \( u \in \mathbb{N} \), the following closed-form representation is valid for the average AUC over \( \eta - \mu \) fading channels

\[
\text{AUC}_{\eta - \mu} = 1 - c_2 \sum_{l=0}^{u-1} \sum_{j=0}^{l} \binom{l}{i} 2^{i+j} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{i+j} \left( \frac{\mu + 1}{\gamma + 4\mu h} \right)^{2i} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{2j} \tag{40}
\]

where \( z_F(\cdot) \) denotes the Gauss hypergeometric function and

\[
c_2 = \frac{1}{2^u} \left( \frac{4\mu h}{\gamma + 4\mu h} \right)^{2u} \tag{41}
\]

Proof: The proof is provided in Appendix IV.

Equation (40) has a similar algebraic representation to (35), which allows the development of insights on the asymptotic behavior at high and low SNR regimes. To this end, when \( \gamma > 10 \) dB we can realistically assume that \( \gamma >> 4\mu h \), yielding

\[
\text{AUC}_{\eta - \mu} \approx 1 - c_2 \sum_{l=0}^{u-1} \sum_{j=0}^{l} \binom{l}{i} 2^{i+j} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{i+j} \left( \frac{\mu + 1}{\gamma + 4\mu h} \right)^{2i} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{2j} \tag{42}
\]

where for high SNR values, \( 16\mu^2 H^2 / \gamma \approx 0 \), which results to \( z_F(\cdot) \approx 1 \). Based on this, it immediately follows that

\[
\text{AUC}_{\eta - \mu} \approx 1 - 2^{-u} \gamma - 2\mu \tag{43}
\]

which shows that the effect of \( \eta \) becomes negligible at the high SNR regime, where \( \text{AUC} \) depends only on the value of \( u \) and \( \mu \). Thus, for small values of \( u \) and \( \mu \) the 1/2 in \( \gamma \mu h \) term does not reduce to zero and \( \text{AUC} \) is less than unity. Likewise, for the case of low SNR values i.e \( \gamma < 10 \) dB, we can accurately assume that \( \gamma << 4\mu h \). As a result (40) can be re-written as

\[
\text{AUC}_{\eta - \mu} \approx 1 - \sum_{l=0}^{u-1} \sum_{j=0}^{l} \binom{l}{i} 2^{i+j} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{i+j} \left( \frac{\mu + 1}{\gamma + 4\mu h} \right)^{2i} \left( \frac{\eta}{\gamma + 4\mu h} \right)^{2j} \times \gamma^i \mu^j \tag{44}
\]

Evidently, the range of values of the above triple series is rather small; based on this, one obtains

\[
\text{AUC}_{\eta - \mu} \approx 1 - 2^{-u} \gamma - 2\mu \tag{45}
\]
which according to the two formats of the \( \eta - \mu \) distribution can be equivalently expressed as
\[
AUC_{\eta - \mu}^{\text{asym}} \propto 1 - \frac{2^{2\mu} \eta^\mu}{2^u (1 - \eta^2)^\mu}
\]
for Format I and
\[
AUC_{\eta - \mu}^{\text{asym}} \propto 1 - (1 - \eta^2)^\mu 2^{-u}
\]
for Format II, respectively. By recalling the physical interpretation of \( \eta \), the above relationships exhibit that a satisfactory AUC in the low SNR regime can be achieved when the ratio or correlation of the powers of the in-phase and quadrature components is low and the time-bandwidth product is rather high, so that the second terms of (46)–(47) reduce to zero.

D. Average AUC over \( \alpha - \mu \) Fading Channels

**Theorem 5:** For \( \alpha, \mu, \gamma, \kappa \in \mathbb{R}^+ \) and \( u \in \mathbb{N} \), the average AUC over \( \alpha - \mu \) fading channels can be represented as follows:
\[
AUC_{\alpha - \mu} = 1 - c_3 \sum_{i=0}^{u-1} \sum_{j=0}^{u-1-i} \binom{i+u-1}{i-j} \frac{\alpha^j}{2^j j!}
\]
\[
\times G_{2,0}^{1,1} \left( \frac{\mu^2 \alpha^\mu \Delta_i}{4 \gamma^2} \right) \Delta (2, 0)
\]
where
\[
c_3 = \frac{\mu^u \alpha^\frac{\alpha+1}{\alpha}}{2^{u+\frac{\alpha+1}{\alpha}} \pi \gamma^\gamma \Gamma (\mu)}.
\]

**Proof:** The proof is provided in Appendix V.

Equation (48) is expressed in closed-form and can be numerically evaluated with the aid of popular software packages that include the Meijer \( G \)-function as a built-in function. By also recalling the monotonicity properties of this highly non-linear function, it is shown that in the high SNR regime the \( \gamma \) term in the argument of the Meijer \( G \)-function becomes dominant and thus, the function and the whole double series are practically negligible. Based on this, it follows that
\[
AUC_{\eta - \mu}^{\text{asym}} \propto 1 - \frac{\mu^u \alpha^\frac{\alpha+1}{\alpha}}{2^{u+\frac{\alpha+1}{\alpha}} \pi \gamma^\gamma \Gamma (\mu)}
\]
which yields
\[
AUC_{\eta - \mu}^{\text{asym}} \propto 1 - \frac{1}{2^{u+\frac{\alpha+1}{\alpha}} \pi \gamma^\gamma \Gamma (\mu)}.
\]
It is evident that for high values of \( \gamma, \alpha \) and \( \mu \), the second term in (51) reduces rapidly to zero and the energy detector tends to achieve ideal performance as \( AUC_{\eta - \mu}^{\text{asym}} \rightarrow 1 \).

IV. AVERAGE AUC ANALYSIS WITH SLC DIVERSITY RECEPTIONS

The derived analytic results in the previous section can be extended to cases of diversity reception, which are capable of providing significant improvement of the detection performance. In the case of SLC method, \( L \) diversity branches are combined upon squaring and integration of the received signal. Hence, the output SNR in SLC is the sum of the SNRs in the involved branches i.e.
\[
\gamma_{\text{SLC}} = \sum_{i=1}^{L} \gamma_i.
\]
Thus, for the case of independent and non-identically distributed branches, the corresponding MGF is given by [59]
\[
M_{s_{\text{SLC}}} (s) = \prod_{i=1}^{L} M_{s,i} (s).
\]

Based on this and with the aid of the Leibniz’s differential product rule in [48, eq. (0.42)], it follows that
\[
(f \cdot h)^{(n)} = \sum_{k=0}^{n} \binom{n}{k} f^{(k)} h^{(n-k)}
\]
which is a rather useful and relatively simple finite series representation. To this effect, the average AUC over fading channels using SLC can be generically expressed by (55), as shown the bottom of this page. This expression has been used in several analyses in ED based spectrum sensing; yet, its main drawback is that it is semi-analytic as it requires evaluation of the \( n \)th derivative of the MGF of the considered fading model. In what follows, we capitalize on the above standard method and derive exact closed-form expressions for the \( n \)th derivative of the MGF for \( \kappa - \mu, \kappa - \mu \) extreme, \( \eta - \mu \) and \( \alpha - \mu \) fading channels. The derived results are novel, generic and elegant while unlike the cumbersome and laborious conventional semi-analytic approach, they can be computed rather straightforwardly. In addition, the usefulness of the offered results is evident by the fact that besides their importance in the present analyses, they can be also useful in numerous other investigations, including several applications in wireless communications, such as those in [53]–[56].

A. Average AUC over \( \kappa - \mu \) Fading Channels

**Lemma 1:** For \( \kappa, \mu, \gamma, \kappa \in \mathbb{R}^+ \) and \( n \in \mathbb{N} \), the following generic closed-form expression is valid for the \( n \)th derivative
\[
AUC_{\kappa - \mu}^{\text{SLC}} = 1 - \sum_{i=0}^{u-1} \sum_{l=0}^{u-1} \binom{l+u-1}{l-i} (\frac{1}{2})^{l+i+u} (-1)^i \sum_{j_1=0}^{i} \sum_{j_2=0}^{j_1} \sum_{j_3=0}^{j_2} \binom{i}{j_1} \binom{j_1}{j_2} \cdots
\]
\[
\times \left( \frac{1}{j L-1} \right) M_{\kappa,1}^{(i-j_1)} (s) M_{\kappa,2}^{(j_1-j_2)} (s) \cdots M_{\kappa,L-1}^{(j_{L-2}-j_{L-1})} (s) M_{\kappa,L}^{(j_{L-1})} (s) \right) s = \frac{1}{2}.
\]
of the moment-generating-function of the $\kappa-\mu$ distribution

$$M_{\kappa-\mu}^{(n)} (s) = M_\gamma (s) \sum_{i=0}^{n} \binom{n}{i} (\mu)_{(n-i)} B_i \times \left( -\frac{\tilde{\gamma}_i}{\gamma s + (1 + \kappa) \mu} \right)^{n-i}$$  \hspace{1cm} (56)

where $(x)_n$ denotes the Pochhammer symbol and

$$B_n (x_1, \ldots, x_n) \triangleq \sum_{k=1}^{n} B_{n,k} (x_1, \ldots, x_{n-k+1})$$  \hspace{1cm} (57)

is the $n$th complete Bell polynomials with $B_{n,k}$ denoting the partial Bell polynomials [53], [57].

\textbf{Proof:} The proof is provided in Appendix VI. \hfill \blacksquare

Equation (56) has a simple algebraic form and can be readily computed because the $B_{n,k}$ function is built-in popular mathematical software packages, such as MATHEMATICA.

\textbf{B. Average AUC over $\kappa-\mu$ Extreme Fading Channels}

\textbf{Lemma 2:} For $m, \tilde{\gamma}, s \in \mathbb{R}^+$ and $n \in \mathbb{N}$, the following generic closed-form expression is valid for the $n$th derivative of the moment-generating-function of the $\kappa-\mu$ extreme distribution

$$M_{\kappa-\mu \text{ Ext.}}^{(n)} (s) = e^{-2m \tilde{\gamma}_n s} B_n.$$  \hspace{1cm} (58)

\textbf{Proof:} We let

$$M_\gamma (s) = e^{g(s)} - e^{-2m}$$  \hspace{1cm} (59)

with

$$g(s) = -\frac{2m \tilde{\gamma}_s}{2m + \gamma s}.$$  \hspace{1cm} (60)

Based on this and considering this fact that the second term is a constant value yields (58), which completes the proof. \hfill \blacksquare

\textbf{C. Average AUC over $\eta-\mu$ Fading Channels}

\textbf{Lemma 3:} For $h, H, \mu, \tilde{\gamma} \in \mathbb{R}^+$ and $n \in \mathbb{N}$, the following closed-form expression is valid for the $n$th derivative of the moment-generating-function of the $\eta-\mu$ fading distribution

$$M_{\eta-\mu}^{(n)} (s) = \sum_{i=0}^{n} \binom{n}{i} (-1)^i (4\mu^2 h)^i (\mu)_{(n-i)} \tilde{\gamma}_n^i \times \frac{1}{(2(h-H)\mu + \tilde{\gamma}_s)^{\mu+n-i}}.$$  \hspace{1cm} (61)

\textbf{Proof:} The proof is provided in Appendix VII. \hfill \blacksquare

The above expressions are significantly more tractable than those obtained by the conventional and often used semi-analytic approach. This renders them analytically compact and straightforward to compute because the involved functions are included in all major mathematical software packages.

Finally, a closed-form expression is derived for the MGF of the $\alpha-\mu$ fading distribution.

D. Average AUC over $\alpha-\mu$ Fading Channels

\textbf{Lemma 4:} For $\alpha, \mu, \tilde{\gamma}, s \in \mathbb{R}^+$ and $l, k \in \mathbb{N}$ with $l/k = \alpha/2$, the following closed-form expression holds for the $n$th derivative of the moment-generating-function of the $\alpha-\mu$ distribution

$$M_{\alpha-\mu}^{(n)} (s) = c_4 \sum_{i=0}^{n} \binom{n}{i} (-1)^{n-i} \gamma \binom{\alpha}{\mu} s^{n-i} \times \left( \frac{\gamma^i}{\gamma s + (1 + \kappa) \mu} \right)^{n-i} \Delta (l, 1 - \frac{\eta}{\gamma}) \Delta (l, 1 - i)$$  \hspace{1cm} (62)

where

$$c_4 = \frac{\alpha \mu^k \Gamma(\frac{1}{2} \gamma s + (1 + \kappa) \mu)}{2 \Gamma(\mu) \gamma^{\frac{1}{2} \gamma s + (1 + \kappa) \mu}}.$$  \hspace{1cm} (63)

\textbf{Proof:} The proof is provided in Appendix VIII. \hfill \blacksquare

The $n$th derivative of the above MGF is less simple compared to those for the $\kappa-\mu$, $\kappa-\mu$ extreme and $\eta-\mu$ distributions due to the presence of the highly non-linear Meijer $G$–function. Yet, its representation is given in closed-form and its computation is more simple than the conventional semi-analytic MGF approach in (55). The MGF and its $n$th derivative for each of the aforementioned models are illustrated in summary in Table I. Hence, it is evident that exact closed-form expressions can be readily deduced for the average AUC over $\kappa-\mu$, $\kappa-\mu$ extreme, $\eta-\mu$ and $\alpha-\mu$ fading channels by applying Lemmas 1 – 4 in (55).

V. AVERAGE AUC WITH SWITCHED DIVERSITY RECEIPT

Switched diversity is a relatively simple and effective diversity method. Let $\gamma_{SSC}$ and $\gamma_T$ denote the SNR per symbol of the SSC combiner output and the predefined switching threshold, respectively, the PDF in the case of dual branch is expressed as [54]

$$f_{\gamma_{SSC}} (\gamma) = \begin{cases} F_y (\gamma_T) f_y (\gamma) & \gamma < \gamma_T \\ (1 + F_y (\gamma_T)) f_y (\gamma) & \gamma \geq \gamma_T \end{cases}$$  \hspace{1cm} (64)

where $F_y (\cdot)$ denotes the respective cumulative distribution function (CDF). Hence, the average AUC for the dual SSC diversity scheme is obtained by averaging (24) over (64), which yields

$$AUC_{SSC} = F_y (\gamma_T) \text{ AUC} + \int_{\gamma_T}^{\infty} A (\gamma) f_y (\gamma) \, d\gamma.$$  \hspace{1cm} (65)

To this effect and with the aid of (26), the average AUC over fading channels for the case of integer values of $u$ can be comprehensively expressed by the following generic representation

$$AUC_{SSC} = 1 - F_y (\gamma_T) \text{ AUC} - \sum_{l=0}^{u-1} \sum_{i=0}^{l} \binom{l + u - 1}{l - i} \times \left( \frac{1}{2} \right)^{l+i+u} \frac{1}{\pi} \int_{\gamma_T}^{\infty} e^{-\gamma} f_y (\gamma) \, d\gamma.$$  \hspace{1cm} (66)

Next, we utilize (66) in deriving novel exact closed-form expressions for the average AUC using SSC under $\kappa-\mu$, $\kappa-\mu$ extreme, $\eta-\mu$ and $\alpha-\mu$ multipath fading conditions.
### Table I

<table>
<thead>
<tr>
<th>Fading Channel</th>
<th>MGF of SNR, $M_{\gamma}(s)$</th>
<th>$n$th order derivative of the MGF, $M_{\gamma}(n)(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa-\mu$</td>
<td>$(1 + i\gamma)^{\mu} \exp\left(\frac{-\kappa s}{1 + i\gamma}\right)$</td>
<td>$M_\gamma(s) \sum_{i=0}^n \frac{(\gamma)^i}{i!} \prod_{i=0}^n \frac{-\kappa s}{1 + (i+1)\gamma}^{1+i}$ $B_i$</td>
</tr>
<tr>
<td>$\kappa-\mu$ Extreme</td>
<td>$\left(1 + i\gamma\right)^{\mu} \exp\left(\frac{-\kappa s}{1 + i\gamma}\right)$</td>
<td>$\sum_{i=0}^n \frac{(\gamma)^i}{i!} \prod_{i=0}^n \left(1 + i\gamma\right)^{1+i}$ $B_i$</td>
</tr>
<tr>
<td>$\eta-\mu$</td>
<td>$\left(\frac{\kappa}{\mu} \exp\left(\frac{-\kappa s}{\mu}\right) \right)^{\eta}$</td>
<td>$\sum_{i=0}^n \frac{(\gamma)^i}{i!} \prod_{i=0}^n \left(\frac{\kappa}{\mu}\right)^{1+i}$ $B_i$</td>
</tr>
<tr>
<td>$\alpha-\mu$</td>
<td>$\frac{\kappa}{\mu} \left(\frac{\kappa}{\mu}\right)^{\gamma}$</td>
<td>$\sum_{i=0}^n \frac{(\gamma)^i}{i!} \prod_{i=0}^n \left(\frac{\kappa}{\mu}\right)^{1+i}$ $B_i$</td>
</tr>
</tbody>
</table>

### A. Average AUC Over $\kappa-\mu$ Fading Channels

By substituting (7) in (66), we are required to evaluate analytically the following integral

$$I_8 = \int_{1+\gamma}^{\infty} \frac{\gamma^{\alpha+i} e^{-\frac{\gamma}{1+\gamma} \Gamma_{\mu-1}}}{(1+2\gamma)^{1+i}} \, d\gamma.$$  \hspace{1cm}(67)

By letting $t^2 = (1+2\gamma)$ and after some algebraic manipulations, the $I_8$ integral can be expressed as

$$I_8 = \frac{2 e^{\frac{\kappa \mu}{1+2\gamma}}}{1+2\gamma} Q_{\mu+2\gamma-1} \left(2 \sqrt{\frac{\kappa \mu \gamma}{1+2\gamma}} \right)$$ \hspace{1cm}(68)

where $Q_{m,n}(a,b)$ denotes the Nuttall $Q$-function [48]. Based on this, it is evident that by substituting (68) into (66) yields

$$\text{AUC}_{\kappa-\mu}^{\text{SSC Ext.}} = F_{\gamma}(\gamma T) \text{CAUC} - \sum_{i=0}^{\infty} \sum_{i=0}^{\infty} \left(\frac{l}{l - i}\right)$$ \hspace{1cm}(69)

where CAUC is readily obtained by Theorem 2.

### B. Average AUC Over $\kappa-\mu$ Extreme Fading Channels

By substituting (12) into (66), it immediately follows that

$$\text{AUC} = F_{\gamma}(\gamma T) \text{CAUC} - \frac{m e^{-2m \sqrt{\gamma T}}}{2m} \sum_{i=0}^{\infty} \sum_{i=0}^{\infty} \left(\frac{l}{l - i}\right)$$ \hspace{1cm}(70)

By letting $t^2 = (1+4m/\sqrt{\gamma T})\gamma$ and after some algebraic manipulations, it becomes evident that $I_9$ can be expressed in closed-form in terms of the Nuttall $Q$-function yielding

$$I_9 = \frac{4me^{-2m \sqrt{\gamma T}}}{\sqrt{\gamma T}} \sum_{i=0}^{\infty} \frac{1}{(2^{i+1/2})} \left(\frac{4m}{\sqrt{\gamma T}}\right)^i$$ \hspace{1cm}(71)

Thus, substituting (71) into (70) and given that $I_{10} = 0$ yields

$$\text{AUC}_{\kappa-\mu}^{\text{SSC Ext.}} = F_{\gamma}(\gamma T) \text{CAUC} - \sum_{i=0}^{\infty} \sum_{i=0}^{\infty} \left(\frac{l}{l - i}\right)$$ \hspace{1cm}(72)

### C. Average AUC for SSC Over $\eta-\mu$ Fading Channels

By substituting (14) in (66), it immediately follows that

$$\text{AUC}_{\eta-\mu}^{\text{SSC}} = [1 + F_{\gamma}(\gamma T)] \text{CAUC} - F_{\gamma}(\gamma T)$$

Notably, the above integral can be expressed in terms of the incomplete Lipschitz-Hankel function [57], [60]. Therefore, by setting $\gamma = 2\mu H \gamma$ it follows that

$$I_{11} = \int_{1+\gamma}^{\infty} \gamma^{j+\mu-1} e^{-\frac{\gamma}{2\mu H \gamma}} \frac{1}{\Gamma_H} \frac{1}{\gamma^j} \sum_{i=0}^{\infty} \left(\frac{l+u-1}{l - i}\right) \frac{1}{\sqrt{\gamma T}}$$ \hspace{1cm}(73)

To this effect, by substituting (74) into (73) and after some algebraic manipulations, one obtains

$$\text{AUC}_{\eta-\mu}^{\text{SSC}} = [1 + F_{\gamma}(\gamma T)] \text{CAUC} - F_{\gamma}(\gamma T) + \sum_{i=0}^{\infty} \left(\sqrt{\pi H^i \gamma^i}\right)$$ \hspace{1cm}(74)
where $I_{\nu m}(x; z)$ and $\gamma(\alpha, x)$ denote the modified Bessel function of the first kind based incomplete Lipschitz-Hankel integrals and the lower incomplete gamma function, respectively. Importantly, with the aid of [60, eq. (53)], equation (75) can be expressed according to (76), as shown bottom of this page, for the specific, yet useful, case that $\mu \in \mathbb{N}$.

D. Average AUC for SSC Over $\alpha-\mu$ Fading Channels

An analytic expression is also derived for the corresponding $\text{AUC}$ over $\alpha-\mu$ fading channels. To this end, by substituting (21) in (66) and expanding $\exp\left(-\mu\gamma_1 \frac{1}{\alpha_T} \tau \right)$ yields

$$I_{12} = \sum_{j=0}^{\infty} \frac{(-1)^j \mu^j}{j!} \int_0^\infty \gamma^{j+\frac{2}{1-\alpha_T}} \Gamma(j+\frac{2}{1-\alpha_T}) e^{-\gamma} d\gamma. \quad (77)$$

Based on this and by utilizing [48, eq. (3.381.3)], one obtains

$$\text{AUC}^{\text{SSC}}_{\alpha-\mu} = \text{AUC} = F_\gamma(\gamma_T) \cdot \text{CAUC} + \sum_{i=0}^{u-1} \sum_{j=0}^{\infty} \left( l + u - 1 \right) \int_0^\infty \frac{(-1)^j \mu^j}{j!} \gamma^{j+\frac{2}{1-\alpha_T}} \Gamma(j+\frac{2}{1-\alpha_T}) e^{-\gamma} d\gamma. \quad (78)$$

It is noted that the $\text{AUC}$ and $\text{CAUC}$ terms can be determined with the aid of Theorem 4 and Theorem 5, respectively. Furthermore, the series in (78) is convergent and can be truncated after only few terms.

It is finally recalled that the performance gains by the use of SSC are largely based on the effective determination of $\gamma_T$. Thus, in order to maximize the $\text{AUC}^{\text{SSC}}_{\alpha-\mu}$, the $\gamma_T$ threshold must be determined accurately. To this end, by evaluating

$$\frac{\partial \text{AUC}^{\text{SSC}}_{\alpha-\mu}}{\partial \gamma_T} = 0 \quad (79)$$

and after some algebraic manipulations, the desired optimal value of threshold $\gamma_T^*$ is given by

$$\text{AUC}^{\text{SSC}}_{\alpha-\mu} = \text{AUC} = F_\gamma(\gamma_T) \cdot \text{CAUC} - A(\gamma_T f_\gamma(\gamma_T)) = 0 \quad (80)$$

while $\overline{\text{AUC}} = A(\gamma_T)$. Therefore, the optimal value of the SSC SNR threshold for each case renders the value of $\text{AUC}$ under AWGN equal to the value of the corresponding average AUC.

To the best of the authors knowledge, the derived analytic expressions in the present contribution have not been previously reported in the open technical literature.

$$\text{AUC}^{\text{SSC}}_{\alpha-\mu} = \left[ 1 + F_\gamma(\gamma_T) \right] \cdot \text{AUC} - F_\gamma(\gamma_T) \quad (81)$$

$$\begin{align*}
\text{AUC}^{\text{SSC}}_{\alpha-\mu} &= \frac{\mu^u h^u}{2w-p} \sum_{i=0}^{u-1} \int_0^{l+u-1} \left( l + u - 1 \right) \frac{\gamma^{l+u-1}}{\Gamma(l+u-1)} e^{-\gamma} d\gamma \\
&\quad \times \text{CAUC} + \sum_{i=0}^{u-1} \sum_{j=0}^{\infty} \left( l + u - 1 \right) \int_0^\infty \frac{(-1)^j \mu^j}{j!} \gamma^{j+\frac{2}{1-\alpha_T}} \Gamma(j+\frac{2}{1-\alpha_T}) e^{-\gamma} d\gamma \quad (76)
\end{align*}$$

Fig. 1. Average AUC versus average SNR for $\kappa-\mu$ fading conditions with $u = 5$, and different $\kappa$ and $\mu$ values.

VI. NUMERICAL RESULTS AND DISCUSSION

The aim of this Section is threefold: i) to validate the accuracy of the derived analytical frameworks in Sections III–V; ii) to analyze the performance of the energy detection under the effects of multipath and fading non-linearity; iii) to quantify and compare the performance gains by SLC and SSC diversity schemes and determine the compensation of the detrimental effects of fading.

Fig. 1 illustrates the $\text{AUC}$ over $\kappa-\mu$ fading channels for $u = 5$ and different values of $\kappa$ and $\mu$. As expected, the energy detector exhibits better detection capability for larger values of $\kappa$ and $\mu$, which is mainly achieved thanks to the increased power reception by the existing dominant components. Indicatively, for the case of $\gamma = 10$ dB and $\mu = 0.75$, the corresponding $\text{AUC}$ for the case of $\kappa = 1.5$ is 2% higher than that for $\kappa = 0.75$. In the same context, when $\kappa = 0.75$, the $\text{AUC}$ for $\mu = 1$ is nearly 7.8% higher than for the case of $\mu = 0.5$. The flexibility of the $\kappa - \mu$ distribution is also demonstrated as the $\text{AUC}$ for $\kappa = 0$ and $\mu = 0.75$ coincides with that for the case of Nakagami–m fading for $m = 0.75$. Likewise, the special case that $\kappa = 0.75$ and $\mu = 1$ coincides with the Ricean case for Rice parameter with $K = 0.75$, or equivalently with that of Nakagami–n with $n^2 = 0.75$. By recalling that $\kappa$ and $K$ parameters, in $\kappa - \mu$ and Rice distributions respectively, denote the ratio between the total power of the dominant components and the total power of the scattered waves, Fig. 1 also shows the reduced performance when a dominant component does not exist (i.e. $\kappa = 0.75$) along
Overall, it is seen that the curves for $\eta = 3, \mu_0 = \kappa$ and $m > 1$ than for $\mu = 5$. It is shown that increasing fading channels for $\mu = 1$ than for $\mu = 0.5$. Regarding relation to multipath effects characterized by more conventional fading models, the special case for $\eta \rightarrow 1$ and $\mu = 0.25$ coincides with the case of Nakagami–$m$ fading for $m = 0.5$, which represents a worst case scenario. Moreover, the special case of $\mu = 0.5$ and $\eta = 0.5$ coincides with that for Hoyt fading conditions, with $b = 1/3$, or equivalently with that of Nakagami–$q$ model with $q^2 = 0.5$.

Likewise, Fig. 4 illustrates the AUC over $\alpha–\mu$ fading channels for $u = 5$ and different values of $\alpha$ and $\mu$. One can observe that the energy detector performs adequately as $\alpha$ and $\mu$ increase due to advantages of the non-linearity of the medium and the number of multipath clusters, respectively. For example, for the case of $\gamma = 10$ dB and $\mu = 0.5$, the AUC for $\alpha = 2$ is nearly 8% higher than for $\alpha = 1$. In the same context, when $\alpha = 1$, the AUC is 17% higher for $\mu = 1$ than for $\mu = 0.25$. It is also shown that the case for $\alpha = 2$ and $\mu = 0.5$ coincides with the most severe Nakagami–$m$ fading conditions i.e. $m = 0.5$. Likewise, the case for $\mu = 1$ and $\eta = 1$ coincides with Weibull fading conditions with severity $\beta = 1$. Overall, it is seen that the effect of the fading non-linearity is more significant than that of $\mu$. In fact, this also holds when compared to the parameters $\kappa$, $m$ and $\eta$ of the $\kappa–\mu$, $\kappa–\mu$ extreme and $\eta–\mu$ distributions [54]. Thus, it is evident that neglecting the effects of fading non-linearity will lead to inaccurate results regarding the performance of energy detectors over multipath fading channels. It is also noted that the exact analytic results in the above figures are in excellent agreement with the numerical results from computer simulations, which verifies the correctness of the derived analytic expressions.

Figs. 5–8 illustrate the performance of ED over $\kappa–\mu$, $\kappa–\mu$ extreme, $\eta–\mu$ and $\alpha–\mu$ fading channels, respectively, for the case of SLC. It is shown that the detrimental effects of fading are practically compensated as the ED performance is significantly improved in severe fading conditions. Specifically, Fig. 5 demonstrates the AUC vs $\gamma$ for the case of $\kappa–\mu$ fading with $\kappa = 3, \mu = 1.8$ and $u = 4$. It is shown that increasing the number of diversity branches provides a significant compensation for fading degradation. This is also the case in $\kappa–\mu$ extreme, $\eta–\mu$ and $\kappa–\mu$ fading conditions, as illustrated by the AUC vs $\gamma$ curves for $m = 1.8, u = 4; \eta = 0.5, \mu = 0.7, u = 3$;

\[ \eta = 0.25 \]. Likewise, when $\eta = 0.5$, the AUC is 5.5% higher for $\mu = 1$ than for $\mu = 0.5$. Regarding relation to multipath effects characterized by more conventional fading models, the special case for $\eta \rightarrow 1$ and $\mu = 0.25$ coincides with the case of Nakagami–$m$ fading for $m = 0.5$, which represents a worst case scenario. Moreover, the special case of $\mu = 0.5$ and $\eta = 0.5$ coincides with that for Hoyt fading conditions, with $b = 1/3$, or equivalently with that of Nakagami–$q$ model with $q^2 = 0.5$.

Likewise, Fig. 4 illustrates the AUC over $\alpha–\mu$ fading channels for $u = 5$ and different values of $\alpha$ and $\mu$. One can observe that the energy detector performs adequately as $\alpha$ and $\mu$ increase due to advantages of the non-linearity of the medium and the number of multipath clusters, respectively. For example, for the case of $\gamma = 10$ dB and $\mu = 0.5$, the AUC for $\alpha = 2$ is nearly 8% higher than for $\alpha = 1$. In the same context, when $\alpha = 1$, the AUC is 17% higher for $\mu = 1$ than for $\mu = 0.25$. It is also shown that the case for $\alpha = 2$ and $\mu = 0.5$ coincides with the most severe Nakagami–$m$ fading conditions i.e. $m = 0.5$. Likewise, the case for $\mu = 1$ and $\eta = 1$ coincides with Weibull fading conditions with severity $\beta = 1$. Overall, it is seen that the effect of the fading non-linearity is more significant than that of $\mu$. In fact, this also holds when compared to the parameters $\kappa$, $m$ and $\eta$ of the $\kappa–\mu$, $\kappa–\mu$ extreme and $\eta–\mu$ distributions [54]. Thus, it is evident that neglecting the effects of fading non-linearity will lead to inaccurate results regarding the performance of energy detectors over multipath fading channels. It is also noted that the exact analytic results in the above figures are in excellent agreement with the numerical results from computer simulations, which verifies the correctness of the derived analytic expressions.

Figs. 5–8 illustrate the performance of ED over $\kappa–\mu$, $\kappa–\mu$ extreme, $\eta–\mu$ and $\alpha–\mu$ fading channels, respectively, for the case of SLC. It is shown that the detrimental effects of fading are practically compensated as the ED performance is significantly improved in severe fading conditions. Specifically, Fig. 5 demonstrates the AUC vs $\gamma$ for the case of $\kappa–\mu$ fading with $\kappa = 3, \mu = 1.8$ and $u = 4$. It is shown that increasing the number of diversity branches provides a significant compensation for fading degradation. This is also the case in $\kappa–\mu$ extreme, $\eta–\mu$ and $\kappa–\mu$ fading conditions, as illustrated by the AUC vs $\gamma$ curves for $m = 1.8, u = 4; \eta = 0.5, \mu = 0.7, u = 3$;
Fig. 5. Average AUC versus average SNR for $L$-branch SLC diversity receptions over $\kappa-\mu$ fading channels ($u = 4$, $\kappa = 4$ and $\mu = 1.5$).

Fig. 6. Average AUC versus average SNR for $L$-branch SLC diversity receptions over $\kappa-\mu$ extreme fading channels ($u = 4$, $m = 1.8$).

Fig. 7. Average AUC versus average SNR for $L$-branch SLC diversity receptions over $\eta-\mu$ fading channels ($u = 3$, $\eta = 0.5$ and $\mu = 0.7$).

Fig. 8. Average AUC versus average SNR for $L$-branch SLC diversity receptions over $\alpha-\mu$ fading channels ($u = 3$, $\alpha = 0.8$ and $\mu = 2.5$).

Fig. 9. Average AUC versus average SNR for dual branch of SSC and SLC diversity schemes over $\kappa-\mu$ fading channels with $u = 5$.

Fig. 10. Average AUC versus average SNR for dual branch of SSC and SLC diversity schemes over $\kappa-\mu$ extreme fading channels with $u = 3$. 
AUC outperforms the single branch operation by 4.3% and 8.1% for SSC and SLC, respectively. Finally, in the \(\alpha-\mu\) case for \(\bar{\gamma} = 10\) dB and \(u = 3\) with \(\alpha = 1.25\) and \(\mu = 3.2\), the value of AUC outperforms the single branch operation for about 1.8% and 4.9% for SSC and SLC, respectively.

VII. CONCLUSION

A comprehensive analytical framework was derived for the average AUC in energy detection based spectrum sensing over \(\kappa-\mu\), \(\kappa-\mu\) extreme, \(\eta-\mu\) and \(\alpha-\mu\) fading channels for both single-channel and multi-channel communication scenarios. This was realized by capitalizing on the semi-analytic MGF approach which led to the derivation of elegant and tractable analytic expressions. These expressions are given in closed-form and their asymptotic behavior at high and low SNR regimes was thoroughly analyzed for providing insights on the effect of the involved parameters on the detection performance. The offered results exhibit that energy detection is highly affected by multipath fading conditions and particularly in the detrimental case of non-linear fading effects. Yet, it was shown that square-law-combining and switch-and-stay combining methods can improve significantly the detection performance and are capable of providing compensation for the detrimental effects of severe fading conditions. More importantly, it was shown that three to five diversity branches are practically sufficient to ensure acceptable and robust performance in all types and severity of multipath fading effects.

APPENDIX I

**PROOF OF THEOREM 1**

Given that

\[
M_\gamma(s) = \int_0^\infty e^{\gamma s} f(\gamma) \, d\gamma
\]

the MGF of \(\kappa-\mu\) extreme distribution is expressed as

\[
M_\gamma(s) = \frac{2me^{-2m}}{\sqrt{\bar{\gamma}}} \int_0^\infty \frac{\gamma^{-1/2} e^{-(\bar{\gamma} s + s)\gamma} I_1\left(4m\sqrt{\frac{\gamma}{\bar{\gamma}}}\right)}{\bar{\gamma}} \, d\gamma + \frac{e^{-2m}}{2\sqrt{\gamma}} \int_0^\infty \gamma^{-1/2} e^{-\gamma s} \delta(\gamma) \, d\gamma.
\]

With the aid of [48, eq. (6.643.2)] and [48, eq. (9.220.2)], the \(I_1\), integral can be expressed as

\[
I_1 = \frac{2m\sqrt{\gamma}}{2m + \bar{\gamma}} F_1\left(1; \frac{4m^2}{2m + \bar{\gamma}s}\right)
\]

where \(F_1(.)\) denotes the Kummer’s hypergeometric function. To this effect and by using [61, eq. (07.20.03.0052.01)] and considering \(E_2 = 0\) yields (13), which completes the proof.
the Laguerre polynomial. By performing the necessary variable transformation in [48, eq. (8.970.1)] one obtains straightforwardly

\[ I_3 = \left( \frac{\mu}{\mu \zeta} \right) \frac{\alpha!}{\zeta} \left( \frac{2}{1 + 2 \zeta} \right)^{\alpha+1} F_1 \left( \begin{array}{c} i + \rho \cr \mu \end{array} \right). \]  

(86)

By also using [48, eq. (8.972.1)] and carrying out some algebraic manipulations it follows that

\[ \text{AUC}_{\kappa-\mu} = 1 - e^{-\kappa \zeta} \zeta^{\frac{\alpha+1}{2}} \sum_{l=0}^{\alpha+1} \sum_{i=0}^{\alpha+1} \frac{\Gamma(\alpha+1)}{\Gamma(l-i)} \frac{1}{2^l} \left( \frac{1}{1 + 2 \zeta} \right)^l \times I_{\alpha+1}(\frac{2 \kappa \mu \zeta}{1 + 2 \zeta}). \]  

(87)

where \( L_n^{\alpha}(x) \) denotes the Laguerre polynomial. By performing the necessary variable transformation in [48, eq. (8.970.1)] and substituting in (87) yields (29), which completes the proof.

**Appendix III**

**Proof of Theorem 3**

The average AUC over \( \kappa-\mu \) extreme fading channels when \( u \in \mathbb{N} \) is given by (88), as shown bottom of this page. The \( I_4 \) integral can be expressed in terms of the Whittaker hypergeometric function, yielding

\[ I_4 = \frac{\sqrt{\gamma \tilde{I}_4}}{2m} \left( \frac{2 \gamma}{\gamma + 4m} \right)^{\alpha+i+u} e^{-i \frac{\gamma}{\gamma + 4m}} e^{\frac{8m^2}{\gamma + 4m}}, \]  

(89)

With the aid of [48, eq. (9.220.2)], equation (89) can be equivalently expressed as

\[ I_4 = \frac{\gamma^{i+1} \tilde{I}_4}{\sqrt{\gamma (\gamma + 4m)}} \gamma^i \tilde{I}_4 \left( \begin{array}{c} i + 1 \cr \frac{1}{2} \end{array} \right). \]  

(90)

To this effect, by substituting (90) into (88) and recalling that considering \( I_3 = 0 \), the average AUC over \( \kappa-\mu \) extreme fading channels can be obtained as in (35), which completes the proof.

**Appendix V**

**Proof of Theorem 5**

By substituting (21) in (27) it immediately follows that

\[ \text{AUC}_{\alpha-\mu} = 1 - \frac{2m e^{\frac{\alpha}{\gamma}}}{\sqrt{\gamma}} \sum_{i=0}^{u} \sum_{j=0}^{i} \frac{\Gamma(i+1)}{\Gamma(i-j)} \frac{1}{2^i} \int_{0}^{\infty} \frac{\gamma^i e^{-\frac{\gamma}{\gamma + 4m}}}{\Gamma(i+1)} \frac{\tilde{I}_4 \left( \begin{array}{c} i + 1 \cr \frac{1}{2} \end{array} \right)}{I_{\alpha+1}(\frac{2 \mu \zeta}{1 + 2 \zeta})} d\gamma. \]  

(93)

\[ \text{AUC}_{\kappa-\mu, \text{Ext.}} = 1 - \frac{2m e^{\frac{\alpha}{\gamma}}}{\sqrt{\gamma}} \sum_{i=0}^{u} \sum_{j=0}^{i} \frac{\Gamma(i+1)}{\Gamma(i-j)} \frac{1}{2^i} \int_{0}^{\infty} \frac{\gamma^i e^{-\frac{\gamma}{\gamma + 4m}}}{\Gamma(i+1)} \tilde{I}_4 \left( \begin{array}{c} i + 1 \cr \frac{1}{2} \end{array} \right) \int_{0}^{\infty} \frac{\gamma^i e^{-\frac{\gamma}{\gamma + 4m}}}{\Gamma(i+1)} \tilde{I}_4 \left( \begin{array}{c} i + 1 \cr \frac{1}{2} \end{array} \right) d\gamma. \]  

(88)
Notably, the above integral can be expressed in closed-form with the aid of [52, eq. (21)] yielding
\begin{equation}
I_\gamma = \frac{k^2(2l)^l}{l+\frac{\alpha\mu}{2}} e_{\alpha+1}^{\mu} \left( \frac{\mu^2 l^l}{k^2 \gamma s^2} \right) \Delta \left( l, 1-j-\frac{\alpha\mu}{2} \right) \Delta (k, 0) \tag{94}
\end{equation}
which holds for both integer and non-integer values of \( \alpha \) while \( l \) and \( k \) are positive integers that satisfy \( l/k = \alpha/2 \). Thus, inserting (94) into (93) yields (48), which completes the proof.

**APPENDIX VI**
**PROOF OF LEMMA 1**

We let
\begin{equation}
M_\gamma (s) = f(s) h(s) \tag{95}
\end{equation}
where
\begin{equation}
f(s) = \left( \frac{(1+\kappa) \mu}{\gamma s + (1+\kappa) \mu} \right)^\mu \tag{96}
\end{equation}
and
\begin{equation}
h(s) = e^{\tilde{g}(s)} \tag{97}
\end{equation}
with
\begin{equation}
g(s) = -\frac{k \mu \gamma s}{\gamma s + (1+\kappa) \mu}. \tag{98}
\end{equation}
Based on this, the \( n \)th derivative of \( f(s) \) can be expressed as follows:
\begin{equation}
f^{(n)}(s) = \frac{(1+\kappa) \mu^\mu (-\gamma)^n (\mu)_n}{(\gamma s + (1+\kappa) \mu)^{\mu+n}}. \tag{99}
\end{equation}
To this effect and with the aid of the Faà di Bruno’s formula in (100),
\begin{equation}
\frac{d^n}{ds^n} f(g(s)) = \sum_{k=0}^n f^{(k)}(g(s)) B_{n,k} \left( g'(s), g''(s), ..., g^{(n-k+1)}(s) \right) \tag{100}
\end{equation}
and its special case for the \( \exp(g(s)) \) function as [57]
\begin{equation}
\frac{d^n}{ds^n} e^{\tilde{g}(s)} = e^{\tilde{g}(s)} B_n \left( g'(s), g''(s), ..., g^{(n)}(s) \right) \tag{101}
\end{equation}
the \( n \)th derivative of the MGF for (97) can be expressed as
\begin{equation}
h^{(n)}(s) = \frac{d^n}{ds^n} e^{\tilde{g}(s)} = e^{\tilde{g}(s)} B_n. \tag{102}
\end{equation}
Hence, using the general Leibniz rule along with this and (99) yields (56), thus completing the proof.

**APPENDIX VII**
**PROOF OF LEMMA 3**

We firstly let
\begin{equation}
M_\gamma (s) = (4 \mu^2 h)^\mu f(s) g(s) \tag{104}
\end{equation}
where
\begin{equation}
f(s) = \frac{1}{(2(h-H) \mu + \gamma s)^\mu} \tag{105}
\end{equation}
and
\begin{equation}
g(s) = \frac{1}{(2(h+H) \mu + \gamma s)^\mu}. \tag{106}
\end{equation}
Based on this, it follows that the \( n \)th derivative of \( f(s) \) and \( g(s) \) is respectively expressed as
\begin{equation}
f^{(n)}(s) = \frac{(-1)^n \nu^n (\mu)_n}{(2(h-H) \mu + \gamma s)^{\mu+n}} \tag{107}
\end{equation}
and
\begin{equation}
g^{(n)}(s) = \frac{(-1)^n \nu^n (\mu)_n}{(2(h+H) \mu + \gamma s)^{\mu+n}}. \tag{108}
\end{equation}
As a result and with the aid of Lemma 1, equation (61) is deduced, which completes the proof.

**APPENDIX VIII**
**PROOF OF LEMMA 4**

By letting \( f(s) = s^{-\frac{\alpha\mu}{2}} \) and
\begin{equation}
g(s) = G_{k,l}^{l,k} \left( \frac{\mu k l}{\gamma s + k l s} \right)^\mu \Delta \left( l, 1-\frac{\alpha\mu}{2} \right) \Delta (k, 0) \tag{109}
\end{equation}
it immediately follows that
\begin{equation}
M_\gamma (s) = \frac{\alpha k \mu^0 \gamma^0}{2\Gamma(\mu) \gamma^\mu \Gamma(2\mu)} f(s) g(s). \tag{110}
\end{equation}
To this effect, the \( n \)th derivative of \( f(s) \) is given by [58]
\begin{equation}
f^{(n)}(s) = \frac{(-1)^n \left( \frac{\alpha\mu}{2} \right)_n}{s^{\frac{\alpha\mu}{2}+n}} \tag{111}
\end{equation}
whereas the \( n \)th derivative of \( g(s) \) is determined with the aid of [58, eq. (11.b)] yielding
\begin{equation}
g^{(n)}(s) = \frac{G_{2l,k+1}^{k+1,l} \left( \frac{\mu k l}{\gamma s + k l s} \right)^\mu \Delta \left( l, 1-\frac{\alpha\mu}{2} \right) \Delta (l, 1) \Delta (k, 0)}{l^{n-2} s^n}. \tag{112}
\end{equation}
To this effect and using the general Leibniz rule yields (62), which completes the proof.
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