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Abstract: Large uncertainties in tree and forest carbon estimates weaken national efforts to accurately estimate aboveground biomass (AGB) for their national monitoring, measurement, reporting and verification system. Allometric equations to estimate biomass have improved, but remain limited. They rely on destructive sampling; large trees are under-represented in the data used to create them; and they cannot always be applied to different regions. These factors lead to uncertainties and systematic errors in biomass estimations. We developed allometric models to estimate tree AGB in Guyana. These models were based on tree attributes (diameter, height, crown diameter) obtained from terrestrial laser scanning (TLS) point clouds from 72 tropical trees and wood density. We validated our methods and models with data from 26 additional destructively harvested trees. We found that our best TLS-derived allometric models included crown diameter, provided more accurate AGB estimates ($R^2 = 0.92–0.93$) than traditional pantropical models ($R^2 = 0.85–0.89$), and were especially accurate for large trees (diameter $> 70$ cm). The assessed pantropical models underestimated AGB by 4 to 13%. Nevertheless, one pantropical model (Chave et al. 2005 without height) consistently performed best among the pantropical models tested ($R^2 = 0.89$) and predicted AGB accurately across all size classes—which but for this could not be known without destructive or TLS-derived validation data. Our methods also demonstrate that tree height is difficult to measure in situ, and the inclusion of height in allometric models consistently worsened AGB estimates. We determined that TLS-derived AGB estimates were unbiased. Our approach advances methods to be able to develop, test, and choose allometric models without the need to harvest trees.
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1. Introduction

Guyana has approximately 18.3 million hectares of forests with a relatively low deforestation rate (between 0.1 and 0.3% per year), but is expected to increase in the future [1]. A cooperation between the Governments of Norway and Guyana expresses their willingness to provide a replicable model on how REDD+ can align the national forest countries’ objectives with the world’s need to combat climate change [1]. For that, Guyana is one of the first countries to establish a national program for reducing emissions from deforestation and degradation (REDD+; [2]). Guyana’s REDD+ activities include the design and implementation of a national monitoring, measurement, reporting and verification (MMRV) system, which should be able to assess and reduce aboveground biomass (AGB) uncertainties within the country’s capacities and capabilities [3].

AGB is typically estimated with allometric models built from empirical data. The applicability of any allometric model is thus largely dependent on the data used for its development and can produce systematic over- or under-estimations of the true AGB when applied to other geographic regions, species, or tree sizes where little or no data were included [4–6]. Since the performance of a country’s MMRV program will be based on the quantification of emission reduction [6,7], Guyana seeks to test the accuracy of pantropical models and develop a country-specific allometric model.

Current AGB allometric models in tropical forests are commonly based on diameter at breast height ($D$; which can be measured in the field) and wood density ($WD$; from existing databases such as Global Wood Density Database [8,9]). In recent years, other tree biophysical attributes have been included such as height ($H$; [10]) and crown diameter ($CD$; [5]); and regional trends in height [10] crown width [5] and climate variability ($E$; [11]). However, due to the difficulty of measuring tree heights, the pantropical allometric models developed by Chave et al. [12] in 2005 are still widely used because they only require tree diameter and species [13].

An accurate biomass estimation of large trees is particularly important for both forest biomass [14] and forest biomass estimates [5]. Large trees account for around 75% of total forest AGB variation [14–16], and the uncertainty of tree biomass estimates increases with size [5,17,18]. Despite their relevance, large trees make up only 7% of available tropical biomass data (as of 2014; [11]), and the lack of inclusion of large tree biomass data in the development of allometric models is increasingly viewed as problematic [19–22]. Large trees explain over 75% of variation in total forest biomass [14–16] and can predict the plot-level AGB. However, AGB error increases greatly with increasing tree size, and pantropical allometric models often underestimate large tree biomass [5,17,18].

Terrestrial Light Detection And Ranging (LiDAR), also known as terrestrial laser scanning (TLS), has been proven to be a valuable tool to assess the woody structure of trees [18,23,24]. TLS data provide high level of three-dimensional detail of forest and tree structure, which allow extrapolation to broader scales, or national scales using remote sensing systems [25]. Several studies have successfully taken TLS from its original utility—precision surveying applications—to tropical forests [18,22,23,26–29] and extracted tree attributes such as tree diameter [17], height [30,31], and crown width [32]. In combination with quantitative structure modelling (e.g., TreeQSM [33] or SimpleTree [34]), 3D tree point clouds were used to infer attributes such as total volume, AGB [17,18,22,26,30], AGB change [35], and tree species [36], as well as ecological questions such as tree mechanics, branching architecture, and surface area scaling [24].

Tropical countries seeking to participate in REDD+ that do not possess their own tree biomass database might find TLS-driven methodology a resourceful alternative. We have earlier used TLS to evaluate the accuracy of existing allometric models [17,18], and now we assess the potential of TLS and TreeQSM-method to develop allometric models to estimate AGB in forest trees of Guyana. We produced a unique tropical tree mass dataset of traditional inventory data and TLS scans of 98 tropical trees; 26 of these trees were destructively harvested, re-measured, and weighed as validation data. The objectives of this study are: (i) to model tree volume and estimate tree AGB from TreeQSM models of tree point clouds; (ii) to build allometric models based on TLS measurements for Guyana; and (iii) to evaluate
the performance of these TLS-derived data and allometric models against destructively-harvested reference data and estimates from pantropical models.

2. Materials and Methods

2.1. Study Area

Field work was conducted January–February 2017 inside an active logging concession near the Berbice river in the East Berbice-Corentyne Region of Guyana (4.48 to 4.56 lat and −58.22 to −58.15 long; Figure 1). Located at 106 masl, the study area is a mixture of white sand plateau and mixed forest [37]. The region is dominated by evergreen trees [37], with an average precipitation of 3829 mm yr\(^{-1}\), an average temperature between 22.5 and 30.5 °C, and an average humidity of 86% [38].

![Map of the study area in Guyana (cross).](image)

2.2. Tree Selection and Data Collection

2.2.1. Tree Inventory

An exploratory survey of the area was performed as a guide to sample the species composition of the forest. We grouped our trees into five diameter (\(D\)) size classes (\(10 \leq D < 30\), \(30 \leq D < 50\),..., \(D \geq 90\) cm) and inventoried 15 to 23 trees per size class. A total of 106 trees were inventoried and scanned in 37 plots with TLS across a large range of tree sizes (\(D\) 11.2 to 149.8 cm), families (26), and species (50). Of these, 26 were destructively sampled and other 8 were discarded due to poor point cloud quality. We measured \(D\) and point of measurement (POM) of \(D\), total \(H\), \(CD\), and recorded species, stem damage, and any irregularities. Total \(H\) and \(CD\) were measured with a Nikon Forestry-Pro hypsometer. Total \(H\) was measured from the base of the tree to the top [39] and \(CD\) was measured as the mean of the projected tree edge N-S and E-W [40]. An experienced local taxonomist matched reported local names with scientific names (Supplementary Material S.1).

2.2.2. TLS Data Acquisition

All TLS datasets were acquired using a RIEGL VZ-400 3D terrestrial laser scanner (RIEGL Laser Measurement Systems GmbH, Horn, Austria). We scanned at each position with a resolution of 0.04°, following the suggestion by Wilkes et al. [23]. The TLS data acquisition and plot sampling design can be found in Supplementary Material S.2.

From our full field inventory (a total of 106 trees), 26 trees were destructively sampled trees and removed from the TLS dataset to serve as validation data. We inspected the point clouds of the remaining 80 trees and discarded 8 trees whose point clouds were poor due to understory occlusion. Thus, 72 trees were used in our TLS database to build allometric models.
2.2.3. Destructive Harvesting and Fresh Mass Sampling

Twenty-six trees were selected and destructively sampled to serve as validation data. This selection was based on diameter class, species, and wood density to maximize the number of species sampled and avoid selection biases; all other characteristics (e.g., commercial value, trunk or crown form, hollowness, structural damage or any other irregularities) were ignored—following Goodman et al. [5]. After felling each tree, we re-measured \( D \) and \( H \) (denoted with the prefix post-harvest) and weighed each part in situ. Each part was separated and weighed. The fresh mass was measured directly in the field. Larger and non-irregular stems and very large branches were measured through volume estimation. We measured length, top diameter, and bottom diameter of any hollow sections.

We collected three wood samples from each part of each tree to estimate water content. Samples were weighed immediately in the field, labelled, and air dried during the field campaign. Samples from the bole, stump, and large branches (when volume was measured) were also used to determine wood density. For this, measured fresh volume of each wood sample by water displacement. Detailed information of the fresh mass sampling procedure can be found in Supplementary Material S.3.

2.2.4. Laboratory Analysis

We transported all wood samples to the laboratory at the Guyana Forestry Commission (Georgetown, Guyana) for species identification, drying, and storage. Wood samples were oven dried (101 to 105 °C until they reached a constant mass)—as in Williamson and Wiemann [41]—and re-weighed. Detailed explanation of the laboratory work can be found in the Supplementary Material S.3. Wood density was calculated as dry mass per fresh volume; and dry mass fraction \( (dmf) \) was the ratio dry to fresh mass.

2.3. Diameter, Tree Height and Crown Diameter from TLS Data

TLS-derived \( D \) was calculated from cross sectional point clouds (6 cm width) taken at every 10 cm on the Z-axis up to 6 m height. Least square circle approach was used to fit circles in each cross sectional point cloud as in Calders et al. [17]. We automatically determined POM by analysing the angle between two consecutive diameters, starting from the bottom. The first angle within 1° of 90° (i.e., vertical) was considered as the POM. Total height was estimated as the distance between the maximum and the minimum point in the Z-axis from each tree point cloud. Crown diameter was estimated as the average of two horizontal distances between the maximum and the minimum point in the X- and Y-axis from each tree point cloud.

2.4. Tree Volume and Biomass from TLS Data

We estimated tree wood volume from 3D quantitative structure models (TreeQSM version 2.0; [17,18,33]) from our reconstructed 72 trees. WD values were assigned to each species or genus according to Global Wood Density Database [8,9]. To obtain tree volume, we had two main components: (i) semi-automatic individual tree extraction from TLS plots (Figure 2a–c), and (ii) 3D reconstruction of QSMs for individual extracted trees (Figure 2d and Supplementary Material S.4).

Once we extracted the trees, we reconstructed their volume with cylinder features using the automated framework presented in [17] to optimize QSMs. We optimized cover patch size \( d \) by reconstructing the volume using a \( d \) range from 0.02 to 0.09 m with a 0.005 m increment and a minimum number of points per cover patch \( n_{min} \) of 4. The optimization process returned the most suitable \( d \) for each tree based on least square fit process and 20 models were reconstructed on average. The heuristic decision to accept/reject was taken based on analyst’s experience and judgement (Figure 2d; [17,18]).

For 43 trees with large buttresses (selected by POM \( \neq 1.3 \) m, visual inspection, and author’s expertise), a triangular mesh was used for the volume modelling in the bottom part of the stem rather
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than cylinders (Figure 3; see Disney et al. [22]). The volume of the mesh replaced the volume of the cylinders on the total tree volume estimation.

Figure 2. (a) Vitex spp. tree point cloud (TLS-derived $H = 51.8$ m and TLS-derived $D = 114.6$ cm with POM at 5.3 m), (b) down-sampled tree point cloud (0.026 m point spacing, as in Calders et al. [42]), (c) soft tissues (green) and hardwood (black) separated point cloud [43], and (d) TreeQSM modelled after the hardwood point cloud.

Figure 3. Buttresses modelling of a Hymenolobium flavum tree. The bottom part of the stem was modelled with a triangular mesh instead of cylinders. The mesh volume replaced the volume of the cylinders.

Finally, to estimate AGB, we multiplied the total tree volume with the corresponding wood density. As an indicator of the reconstruction accuracy of the TreeQSM, root mean square error (RMSE) was calculated to measure the difference between the reference and modelled AGB; $R^2$ was used to judge the fit of the TreeQSM models; concordance correlation coefficient (CCC; Lin [44]) was calculated to compute the agreement on a continuous measure obtained by two methods; and the coefficient of variation of RMSE (CV RMSE) was calculated to measure the difference between our TLS-derived AGB and reference AGB [17,18].

2.5. TLS-Derived Allometric Models

We examined five model forms (Table 3) based on previous forms developed by Chave et al. [12] and Goodman et al. [5] using TLS-derived attributes ($D$, $H$, and $CD$) and $WD$ to test the relevance.
of these attributes to predict AGB. To build the allometric models, all data were transformed to the natural logarithm to comply with allometric theory and meet the assumptions of linear regression. The models were built using least-squares linear regression and the attributes were removed using backwards stepwise regression to produce a minimum adequate model in the statistical program R [45]. We tested the assumptions of the final five models. We tested for normal distribution of the residuals using Q-Q plots and Anderson-Darling test to assess independence, and plots of residuals against fitted values to assess homogeneous variance and linearity.

We used a paired t-test to analyse whether the TLS-derived attributes were different than our post-harvested field measurements. If TLS and field-based measurements differed significantly, a calibration factor was applied to the input attribute.

We also tested whether there were significant differences between models built using field measurements or TLS-derived data. We built models using both sets of data with data source as a dummy variable. When the dummy variable was significant, we applied its attribute estimate (Reference Dummy Variable Corrector; RDVC) to the corresponding model form to modify the TLS built models.

2.6. Tree Aboveground Biomass Estimation from Pantropical Allometric Models

Structural \((D \text{ and } H)\) and \(WD\) data from the 26 harvested trees were used to estimate AGB from pantropical allometric models (Table 1). We estimated AGB and error using the most widely used pantropical allometric models (Eqn. Ch05.II.3, Ch05.I.5, Cha14.H and Ch14.E) for moist forests [11,12] and an updated version of Ch14.E. This revised version (Eqn. Rj17.E) is a direct model fit equation, while the original equation Ch14.E was obtained by merging two equations [46].

\[ \text{AGB} = \exp(-1.499 + 2.1481 \cdot \ln(D) + 0.207 \cdot \ln(D)^2 - 0.0281 \cdot \ln(D)^3) + \varepsilon \]

Table 1. Pantropical models from [11,12,46] included diameter at breast height \((D, \text{in cm})\), specie-specific wood density values according to the GWDD \((WD, \text{in g cm}^{-3} \text{ or kg m}^{-3})\), total height \((H, \text{in m})\), the environmental stress \((E, \text{calculated from the GPS average location of each tree})\), to estimate aboveground biomass \((\text{AGB, in kg dry mass})\) and \(\varepsilon\) is the model error.

<table>
<thead>
<tr>
<th>Model</th>
<th>Form (\text{AGB} = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch05.II.3</td>
<td>(WD \cdot \exp(-1.499 + 2.1481 \cdot \ln(D) + 0.207 \cdot \ln(D)^2 - 0.0281 \cdot \ln(D)^3) + \varepsilon)</td>
</tr>
<tr>
<td>Ch05.I.5</td>
<td>0.0509 \cdot WD \cdot D^2 \cdot H + \varepsilon</td>
</tr>
<tr>
<td>Ch14.H</td>
<td>0.0673 \cdot (WD \cdot D^2 \cdot H)^{0.976} + \varepsilon</td>
</tr>
<tr>
<td>Ch14.E</td>
<td>(\exp(-1.803 - 0.976 \cdot E + 0.976 \cdot \ln(WD) + 2.673 \cdot \ln(D) - 0.0299 \cdot \ln(D^2)) + \varepsilon)</td>
</tr>
<tr>
<td>Rj17.E</td>
<td>(\exp(-2.024 - 0.896 \cdot E + 0.920 \cdot \ln(WD) + 2.795 \cdot \ln(D) - 0.0461 \cdot \ln(D^2)) + \varepsilon)</td>
</tr>
</tbody>
</table>

\[ \text{AGB}_{\text{error}}(\text{Mg}) = \text{AGB}_{\text{est}} - \text{AGB}_{\text{ref}}, \]  

2.7. Assessment of Allometric Models

We made two types of assessment. First, we evaluated the log-transformed models based on the fit of the data used to build the models. For that, we evaluated the models by using a penalized likelihood criterion on the number of attributes: adjusted R-square \((R^2)\), corrected Akaike’s information criterion \((\text{AICc})\), the coefficient of variation of RMSE \((\text{CVRMSE})\), and residual standard error \((\text{RSE})\). Goodness of fit is indicated by high \(R^2\) and low \(\text{AICc}, \text{CV RMSE}, \text{and RSE}\). To estimate AGB values (in Mg) a correction factor \((\text{CF} = \exp[RSE^2/2])\) was applied to backtransform predicted values and remove bias from the log-transformed data [47].

Second, we assessed the ability of our allometric models to predict AGB (Table 3) and compared them to five pantropical allometric models (Table 1). We validated these AGB estimates with field-measured reference AGB using the metrics listed below: model error (Equation (1)) and relative error (Equation (2)).
where $AGB_{est}$ is AGB predicted by each model, $AGB_{ref}$ is the AGB calculated from our destructive sampling, $\text{mean}_\text{error}$ is the average of $AGB_{error}$ for all 26 trees, and $\text{mean}_\text{ref}$ is the average of $AGB_{ref}$. We calculated these metrics for our entire harvested tree dataset ($n = 26$) and subsequently split this data into small ($D \leq 70 \text{ cm}$; $n = 17$) and large ($D > 70 \text{ cm}$; $n = 9$) trees. We used both assessments to identify our “best” model(s).

3. Results

3.1. Tree Attributes and Estimated Biomass

A total of 72 trees were used to build allometric models based on TLS-derived data (Table 2 and Supplementary Material S.5). Six harvested trees had hollow sections in the bole.

Table 2. Pre- and post-harvested field measured attributes, and terrestrial laser scanning (TLS)-derived attributes range for: diameter ($D$), height ($H$), crown diameter ($CD$), wood density ($WD$; see note below) and aboveground biomass (AGB).

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Allometric Model Dataset ($n = 72$)</th>
<th>Validation Dataset ($n = 26$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured$_\text{pre}$</td>
<td>TLS-Derived</td>
</tr>
<tr>
<td>Diameter (cm)</td>
<td>12.9 – 134.0</td>
<td>13.3 – 126.2</td>
</tr>
<tr>
<td>Tree height (m)</td>
<td>14 – 43.0</td>
<td>16.9 – 51.8</td>
</tr>
<tr>
<td>Crown diameter (m)</td>
<td>4.4 – 42.6</td>
<td>2.5 – 42.9</td>
</tr>
<tr>
<td>WD (g cm$^{-3}$)</td>
<td>0.4 – 1.0</td>
<td>0.4 – 1.0</td>
</tr>
<tr>
<td>AGB (Mg)</td>
<td>NA</td>
<td>0.2 – 28.5</td>
</tr>
</tbody>
</table>

Note: Wood density was taken from direct measurements for measured trees in reference dataset and from the GWDD for all others.

Our study found a systematic difference between the three measurements for $D$ in our dataset of 26 validation trees ($p$-value < 0.05; Table 2; Figure A1a,c of Appendix A): mean values were 59.4, 57.7, and 55.2 cm for pre-harvest, post-harvest, and TLS-derived diameters, respectively. Using post-harvest field measurements as the reference data, we calibrated the TLS-derived $D$ estimate (Figure A1c). Neglecting to adjust the systematically lower TLS-derived $D$ would result in a systematic overestimation of AGB when applying TLS-derived allometric models with field measurements diameters. The TLS-derived attributes ($H$ and $CD$) and AGB were not significantly different from our reference data ($p$-value > 0.05; Figure A1d–f). However, post-harvest $H$ measurements were significantly taller than pre-harvest $H$ measurements taken on standing trees ($p < 0.05$; $n = 26$; Figure A1b). WD values from our measurements and the GWDD were similar (our values were 1% greater; Supplementary Material S.6). Finally, there was no systematic difference between AGB estimated from TreeQSM and our destructively-sampled reference data (Figure A1f).

3.2. Allometric Models Using TLS-Derived Measurements

We created five allometric models using combinations of the TLS-derived attributes $D$, $H$ and $CD$ and $WD$ from the GWDD (Table 3). For models using $CD$ (m4 and m5) we found that the residuals were not normally distributed using Anderson-Darling test. Upon further visual inspection of normal quantile-quantile plots, we considered the residuals to be reasonably normally distributed and that these models are reliable (Supplementary Material S.7). For model forms m2 and m3, models built using field and TLS-derived data were significantly different ($p < 0.05$), thus we applied RDVC to the TLS models (Table 3).
Table 3. Models description for the TLS-derived aboveground biomass estimations including diameter (D), wood density (WD), height (H), crown diameter (CD), Reference Dummy Variable Corrector (RDVC) and associated statistical parameters based on 72 trees.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>Form</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>RDVC</th>
<th>df</th>
<th>RSE</th>
<th>adj-R²</th>
<th>AICc</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>D</td>
<td>(\ln(AGB) = a + b \cdot \ln(D) + c)</td>
<td>0.6768</td>
<td>1.9937</td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>0.360</td>
<td>0.98</td>
<td>61.52</td>
<td></td>
</tr>
<tr>
<td>m2</td>
<td>D.WD</td>
<td>(\ln(AGB) = a + b \cdot \ln(D) + c \cdot \ln(WD) + d \cdot \ln(D) + e \cdot \ln(WD) + f \cdot \ln(D) + \text{RDVC} + e)</td>
<td>0.6765</td>
<td>2.0246</td>
<td>1.0932</td>
<td></td>
<td></td>
<td>69</td>
<td>0.274</td>
<td>0.94</td>
<td>23.61</td>
<td></td>
</tr>
<tr>
<td>m3</td>
<td>D.WD.H</td>
<td>(\ln(AGB) = a + b \cdot \ln(D) + c \cdot \ln(WD) + d \cdot \ln(D) + e \cdot \ln(WD) + f \cdot \ln(H) + \text{RDVC} + e)</td>
<td>1.9091</td>
<td>1.0978</td>
<td>0.5224</td>
<td></td>
<td></td>
<td>69</td>
<td>0.266</td>
<td>NA</td>
<td>19.48</td>
<td></td>
</tr>
<tr>
<td>m4</td>
<td>D.WD.H.CD</td>
<td>(\ln(AGB) = b \cdot \ln(D) + c \cdot \ln(WD) + d \cdot \ln(D) + e \cdot \ln(H) + f \cdot \text{RDVC} + e)</td>
<td>1.7382</td>
<td>0.2603</td>
<td>1.1522</td>
<td>0.3698</td>
<td></td>
<td>68</td>
<td>0.246</td>
<td>NA</td>
<td>6.23</td>
<td></td>
</tr>
<tr>
<td>m5</td>
<td>D.WD.CD</td>
<td>(\ln(AGB) = a + b \cdot \ln(D) + c \cdot \ln(WD) + e \cdot \ln(CD) + f \cdot \text{RDVC} + e)</td>
<td>0.5366</td>
<td>1.8124</td>
<td>1.1312</td>
<td>0.3878</td>
<td></td>
<td>68</td>
<td>0.246</td>
<td>0.96</td>
<td>9.28</td>
<td></td>
</tr>
</tbody>
</table>

Notes: df are degrees of freedom of the model, RSE is residual standard error of estimates, \(R^2\) is adjusted \(R^2\), AICC is the corrected Akaike’s information criterion and NA is not applicable. In the models where the intercept was removed, \(R^2\) was not calculated.

3.3. Evaluation of Allometric Models

We assessed how well the five TLS-derived allometric models developed in this study and five pantropical allometric models estimate AGB of our destructively-harvested reference data on the original scale (in Mg; Figure 4 and Table 4). Results were similar to the assessment done on the log-transformed scale, and our models including CD estimated AGB better than all other models. On the original scale (Table 4), AGB estimates from TLS-derived allometric models were slightly better (\(R^2\) 0.87–0.93; CCC 0.89–0.96) than the pantropical models assessed (\(R^2\) 0.85–0.89; CCC 0.92–0.94). However, TreeQSM models m4 and m5 outperformed the pantropical models (CCC = 0.96, \(R^2\) = 0.92, CV RMSE = 33%). Pantropical models showed slightly lower level of agreement (CCC = 0.92–0.94); with a \(R^2\) ranging 0.85–0.89 and CV RMSE ranging 37–44%.

Table 4. Summary of AGB estimates from TLS-derived and pantropical allometric models—\(R^2\), root mean square error (RMSE), concordance correlation coefficient (CCC), sum of errors (sum, mean, standard deviation (SD)), mean percent error and relative error (\(n = 26\)). Models are arranged based on the statistical parameters from the best model to the worst model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>(R^2)</th>
<th>RMSE</th>
<th>CCC</th>
<th>Error (Mg)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sum</td>
<td>Mean</td>
</tr>
<tr>
<td>m5</td>
<td>D.WD.CD</td>
<td>0.93</td>
<td>1.91</td>
<td>0.96</td>
<td>1.03</td>
<td>0.04</td>
</tr>
<tr>
<td>m4</td>
<td>D.WD.H.CD</td>
<td>0.92</td>
<td>1.99</td>
<td>0.96</td>
<td>1.36</td>
<td>0.05</td>
</tr>
<tr>
<td>Ch05.I.I3</td>
<td>WD.D.D2.D3</td>
<td>0.89</td>
<td>2.32</td>
<td>0.94</td>
<td>-7.49</td>
<td>-0.29</td>
</tr>
<tr>
<td>Ch05.I.5</td>
<td>D2.WD.H</td>
<td>0.85</td>
<td>2.75</td>
<td>0.92</td>
<td>-9.86</td>
<td>-0.38</td>
</tr>
<tr>
<td>Ch14.H</td>
<td>(D2.WD.H)</td>
<td>0.85</td>
<td>2.67</td>
<td>0.92</td>
<td>-11.89</td>
<td>-0.46</td>
</tr>
<tr>
<td>m1</td>
<td>D</td>
<td>0.87</td>
<td>2.52</td>
<td>0.93</td>
<td>13.65</td>
<td>0.53</td>
</tr>
<tr>
<td>Rj17.E</td>
<td>D.WD.E</td>
<td>0.88</td>
<td>2.43</td>
<td>0.93</td>
<td>-19.28</td>
<td>-0.74</td>
</tr>
<tr>
<td>Ch14.E</td>
<td>D.WD.E</td>
<td>0.88</td>
<td>2.49</td>
<td>0.93</td>
<td>-21.56</td>
<td>-0.83</td>
</tr>
<tr>
<td>m3</td>
<td>D.WD.H</td>
<td>0.88</td>
<td>2.92</td>
<td>0.89</td>
<td>-32.11</td>
<td>-1.23</td>
</tr>
<tr>
<td>m2</td>
<td>D.WD</td>
<td>0.89</td>
<td>2.96</td>
<td>0.92</td>
<td>-32.21</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Our TLS-derived allometric models with CD performed better than all other models in terms of \(R^2\), RMSE, CCC, and absolute errors (Table 4 and Figure 4). The pantropical models tended to underestimate AGB but had lower relative errors (Table 4 and Figure 4). In contrast to the model evaluation with the 72 TLS-trees on the logarithmic scale, m5 (without H) performed slightly better than m4 (with H). By several metrics, model m2 and m3 performed the worst of all models evaluated. Adding WD and H to model m1 (with D only) did not improve estimates. In fact, adding these attributes increased overall error. However, adding CD to models with WD and H improved estimates by all metrics. Adding H to models never improved their accuracy. In both cases, models m5 vs. m4 and m3 vs m2, the model without H performed better than the counterpart model with H.
Figure 4. Relationship between reference AGB (harvested trees; $n = 26$) and AGB estimated by TLS-derived and pantropical allometric models. Black solid line is 1:1 relationship; dashed coloured lines depict linear fit; and dotted grey lines indicate 95% confidence interval for the linear fit.

Among the pantropical models, Ch05.II.3 with just $D$ and $WD$, had the highest $R^2$ and CCC and the lowest RMSE, but it slightly underestimated AGB (Table 4 and Figure 4). The two models including the “environmental stress” attribute ($E$; Ch14.E and Rj17.E) produced the largest underestimates of AGB in absolute terms but lowest relative error (Table 4). Pantropical models including $H$ (Ch05.I.5 and Ch14.H) also underestimated AGB and were, by several metrics, the least accurate among all models evaluated (lowest $R^2$, lowest CCC, and highest RMSE).

Because allometric models often over- or underestimate AGB differently systematically with tree size, we also assessed the performance of the TLS-derived and pantropical models for small trees ($D \leq 70$ cm; $n = 17$) and large trees ($D > 70$ cm; $n = 9$) separately (Figure A2). The inclusion of $CD$ in the models reduced error in AGB estimates for both size classes, but the effect was much more substantial in the large trees. The mean error of TLS-derived models m4 and m5 is very close to zero for both small and large trees, but mean relative error is very high for small trees (44%). The inclusion of $H$ in TLS-derived models improved AGB estimations for small trees but reduced the accuracy of AGB estimates for large trees when compared to their counterpart model without $H$. All pantropical models underestimated AGB, and the underestimation is greater for large trees (Table A1).
For the most accurate AGB estimates in Guyanese forests, we recommend model m5 (Equation (3)), especially for large trees. AGB is measured in kg dry mass, \( D \) in cm, \( H \) and \( CD \) in m and \( WD \) in g cm\(^{-3}\). The back-transformation correction factor has been incorporated:

\[
AGB = \exp(0.5669 + 1.8124 \cdot \ln(D) + 1.1512 \cdot \ln(WD) + 0.3877 \cdot \ln(CD))
\] (3)

4. Discussion

4.1. Developing Allometric Models from TLS-Derived Attributes

This study presents the first assessment of the potential of TLS and TreeQSM to develop TLS-derived allometric models to estimate AGB for trees in Guyana and takes Guyana one step closer to its aim of developing a national MMRV system. Previous work by Gonzalez de Tanago et al. [18] tested TLS-derived tree volume estimates against field-based volume estimates and then converted to AGB wood density values from the Global Wood Density Database [8]. Here, we weighed trees directly to build our reference data and tested the effects of tree hollowness on the accuracy of TLS-QSM AGB estimates. We found that TLS-QSM AGB estimates were not biased, even with the presence of hollow and irregularly shaped trees.

This is one of the first studies to have explicitly used TLS-derived attributes and wood density to develop allometric models to estimate AGB of tropical trees. In a similar study, Stovall et al. [29] reconstructed 329 trees in Virginia, USA and found that TLS-derived allometric models predicted AGB better than national models. Another study, Momo Takoudjou et al. [26] calibrated an allometric model from Chave et al. [11] using TLS tree point clouds from a semi-deciduous forest in Cameroon and yielded a good fit \( R^2 = 0.95 \). Both studies [26,29] used TLS-derived attributes (\( D \) and \( H \)) to predict AGB with accurate results. While one reconstructed AGB from coniferous trees [29], the other one was applied to tropical forest trees in Cameroon. Our results showed better results for TLS-derived allometric models that include \( CD \) compared to the pantropical models tested [11,12,46], which included trees from the same region (French Guiana, \( n \approx 390 \) trees). In the absence of \( CD \) data, the oldest and simplest of the pantropical models (Ch05.II.3) provides the most accurate AGB estimates in this region. This is one of the first studies to have explicitly used TLS-derived attributes and wood density to develop allometric models to estimate AGB of tropical trees.

4.2. Choosing the Adequate Tree Attributes for Allometric Models

Recent studies have highlighted the relevance of including crown dimension in allometric models [5,15,48]. Models including \( CD \) had the highest \( R^2 \) in Goodman et al. [5] and Jucker et al. [48] and lower bias [48]. These authors had independently agreed that \( CD \) improves tropical tree biomass estimates, especially for large trees (\( D > \) around 100 cm in Goodman et al. [5] and Ploton et al. [15]; and \( \geq 10 \) Mg for Jucker et al. [48]). From our results, we found that allometric models using \( CD \) provide better AGB estimates for trees in Guyana, especially for large \( D \) size classes (Figure A2). While crown diameter is generally not collected in traditional forest inventories; UAV (unmanned aerial vehicles) with structure for motion algorithms allows you to delineate tree crowns [49]; increasing the potentiality of using crown models in allometric models.

Our results agree with Goodman et al. [5] that allometric models with \( H \) performed worse underestimating AGB than their counterparts without \( H \) in this region too. Goodman et al. [5] also found that models including \( H \) underestimated AGB and suggested the inclusion of \( CD \) instead of \( H \) in allometric models. Our results contrast those of Feldpausch et al. [10], in which their models with \( H \) performed better estimating AGB than models without \( H \), and agree with Goodman et al. [5], which found that pantropical models that include \( H \) tend to be systematically inaccurate when applied to other locations.
We found significant differences in the pre-harvest, post-harvest, and TLS-derived \(D\) and \(H\) values, demonstrating the difficulty and ambiguity of measuring the diameter and height of tropical trees, as seen in Table 2. While it is nearly impossible to say what “true” and repeatable diameter above buttresses and total \(H\) are, TLS offers new insights. For example, even with rigorous protocols, determining the top of buttresses is a judgement call, and our data show variation in measurements on standing and felled trees. Pre-harvest \(D\) measurements were significantly higher, reflecting the difficulty of measuring high above the ground; and post-harvest measurements were much more conservative. Our novel method of determining \(D\) from TLS point clouds was perhaps too conservative but probably more repeatable. It is important to note that conservative \(D\) measurements yield conservative AGB estimates from allometric equations, but the opposite is true when building allometric models.

Measuring tree height in tropical forests is notoriously difficult, especially for trees above forest canopy. In Hunter et al. [50], the precision of repeated height measurements from the ground ranged from 3 to 20% of the total height, which resulted in 16% mean error of AGB estimates. In our study we did not record repeated measurements, but our pre-harvest height measurements were on average 10% lower and TLS-derived measurements were 2% lower than our reference (post-harvest) heights. Pre-harvest measurements had a greater variation and higher underestimation than our TLS-derived height. A novel alternative for would be to use a UAV-LS (UAV laser scanning) to estimate tree height and crown diameter. Brede et al. [51] were able to derive \(D\) and canopy height models using a RIEGL RiCOPTER with VUX\textsuperscript{®} -1UAV and compared those with a RIEGL VZ-400 TLS with high agreement for DBH (correlation coefficient of 0.98 and RMSE of 4.24 cm). However their study area was composed mostly by European Beech (\textit{Fagus sylvatica}) and future work is needed to explore UAV-LS techniques in tropical forests.

4.3. Local or Pantropical Allometric Models?

We also estimated AGB for our trees using five well-known pantropical models (Table 1), showing that all five models underestimated AGB. Our results contrast with some studies and support others that used pantropical models for local studies. In Colombia, Alvarez et al. [4] found that using Chave et al. [12] moist pantropical equations (with and without \(H\)) all overestimated AGB (with relative errors up to 52.8%); while Gonzalez de Tanago et al. [18] found that AGB was underestimated 15.2 to 35.7% when compared to estimated AGB from TreeQSM models in Guyana, Indonesia, and Peru. As in Alvarez et al. [4], Kuyah et al. [52] found that AGB in Kenya was overestimated in 22% using Chave et al. [12] moist forest equation (with \(H\)) and suggested that overestimations were due to the dominance of small trees (\(D < 10\) cm) and lack of larger trees in their plots. We theorized that with more trees scanned, we could understand the reasons for these differences. When disaggregating by diameter size, we found that pantropical models tended to underestimate small and large trees (Figure A2). This matches Chave et al. [12], whose models tended to underestimate small trees. Our results are also aligned with Chave et al. [11], insofar as their models tended to be fairly accurate with medium size trees, and underestimate larger trees. In this study, our TLS-derived allometric models (\(n = 72\)) were based on 32 different species and 18 different families. Just one ha of tropical forest can have 300 different species [53]; thus, we aimed to cover all different tree species in our sample, with a more precise range of wood density and avoid bias by selecting few species.

Interestingly, our study also showed that locally developed allometric models are not always better than pantropical allometric models. We found out that the pantropical allometric model Ch05.II.3 (without \(H\)) consistently performed best \((R^2 = 0.89)\) among the other pantropical allometric models assessed in this study \((R^2 = 0.85-0.88)\) and even better than some of the TLS-derived allometric models developed (m1, m2, and m3). Thus, our approach can be used also to select the most appropriate allometric model available without the need of destructively harvested validation data. Moreover, our best TLS-derived allometric models (m4 and m5) estimated the AGB of large trees (\(D > 70\) cm) very accurately, with mean AGB overestimate of just 1%, while the pantropical models assessed yielded
mean underestimates between −4% and −24% (Table A1). This is of much relevance due to the significance of large trees to total forest biomass [14–16] and the fact that pantropical allometric models systematically underestimated large tree biomass [5,17,18].

4.4. Challenges and Outlook

Scanning tropical trees in situ remains challenging, not only because of the harsh environment but also because of the novel sampling design we developed for this study (Supplementary Material S.2.3). In our study, we increased the scanning resolution from 0.06° to 0.04° (Supplementary Material S.2.1) as suggested by Wilkes et al. [23] to balance trade-off between accuracy and scanning time requirements. Gonzalez de Tanago et al. [18] and Lau et al. [54] pointed out that low-density point clouds created unrealistic branching reconstructions (i.e., where cylinders were constructed due to low point cloud density rather than actual branching). Still, we discarded 8 tree point clouds due to under-story occlusion. Occlusion by dense vegetation might reduce TLS acquisition range and future TLS campaigns in tropics will cope with occlusion; either increasing their sampling rate, using a different type of TLS (single or multiple returns), or increasing their scanning resolution [17,23]. Because a detailed analysis of quality of tree point clouds is usually undertaken after the fieldwork, we suggest scanning 10% more trees than the desired sample size in case some trees need to be removed due to poor quality.

Our methodology provided unbiased AGB estimates regardless of tree structure, even with partially hollow and irregular stems. However, we suggest that this outcome is further tested with destructively harvested data from other forests. In Guyana, developing a national monitoring system based on the now known most appropriate pantropical model or their own national model could contribute to more accurate biomass estimates for REDD+ MMRV. Our results demonstrated that TLS-derived AGB estimates can be used as a decision-making tool in MMRV selection of an adequate pantropical allometric model, and in case TLS-derived allometric models using CD are out of scope, Ch05.II.3 would be an adequate model (on average conservative and reasonably accurate).

Being able to obtain TLS-derived AGB estimates without destructively harvesting trees is also environmentally desirable. We are able to quantify AGB for trees that would be illegal, expensive, impractical, or simply unnecessary to harvest. We are aware that our methods and analyses require expensive equipment and expert knowledge, but the process is much faster, less labour intensive, and more environmentally sustainable than destructive harvesting, especially for large trees. Research has already begun to semi-automatize the modelling processes by separating individual trees [55] and segregating wood from soft tissues [22].

With the advances on tree segmentation algorithms [42,56], the modelling of trees is being semi-automatized. Tree segmentation algorithms would allow us to segment and estimate AGB using TreeQSM for entire TLS scanned forest plots. While this is a case study of creating site-specific allometric models for Guyana, we showed that TLS-derived allometric models (including CD) can be an unbiased estimator of AGB, even in a logged forest where a high proportion of the remaining trees were damaged and hollow. Our method’s potential to rapidly produce large, unbiased calibration tree datasets is of great significance to remote sensing missions, which rely on field data for their calibration. With TLS and 3D modelling, plot-level AGB could be estimated directly, and these plots could be used as calibration sites for upcoming satellite missions. However, this is a major undertaking. As mentioned by Disney et al. [57], data acquisition standardization, automatization of processing, and more accurate 3D reconstructions are needed first to narrow the bridge between TLS and remote sensing space missions. We strongly encourage other studies to expand upon our findings to determine whether TLS always provides unbiased AGB estimates and could replace destructive sampling in the future.
5. Conclusions

We advanced TLS methods to estimate tree metrics and explored the accuracy of field and TLS-derived data to develop local allometric models for Guyana. We showed that AGB from TreeQSM estimations were not biased. Moreover, we found that allometric models can be built from TLS-derived tree volume and wood density, even with the occurrence of hollow and irregular stems. We demonstrated that tree AGB estimates from TLS-derived allometric models including crown diameter (models m4 and m5) provide better agreement with reference data than AGB estimates from pantropical allometric models, especially for large trees \((D > 70 \text{ cm})\). AGB estimates from TLS-derived allometric models and pantropical models including \(H\) provided poor agreement with reference data when compared to their counterpart without \(H\). The simplest pantropical model (Ch05.II.3 \cite{12} with only \(D\) and \(WD\)) provided very good estimates of our data. While our results are based on 72 TLS scanned trees, a small number of trees compared to other studies, our new approach can be further applied for developing allometric models without the need to harvest vast numbers of trees. Further, this new approach can be used to test and choose existing allometric models calibration remote sensing metrics to forest biomass, and improve the future estimates of forest biomass from tropical forest.
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Abbreviations

The following abbreviations are used in this manuscript:

- AGB: Aboveground biomass
- adj-\(R^2\): Adjusted R-square
- AICc: Akaike’s information criterion
- CCC: Concordance correlation coefficient
- CD: Crown diameter
- CF: Correction factor
- Ch05.I.5: Chave et al. \cite{12} Equation I.5
- Ch05.II.3: Chave et al. \cite{12} Equation II.3
- Ch14.E: Chave et al. \cite{11} Equation (7)
- Ch14.H: Chave et al. \cite{11} Equation (4)
- CV RMSE: Coefficient of variation of RMSE
- D: Diameter at breast height
Appendix A

Figure A1. Relationship between pre-harvest against post-harvest values for \( D \) (a) and \( H \) (b), TLS-derived against post-harvest values for \( D \) (c) and \( H \) (d), TLS-derived against pre-harvest values for \( CD \) (e), and against harvested tree \( AGB \) (f). Solid line is 1:1 relationship.

Table A1. Summary of AGB estimates from TLS-derived and pantropical allometric models—\( R^2 \), RMSE, CCC, sum of errors (sum, mean, standard deviation (SD)), mean percent error and relative error (\( n = 26 \)) separated in small trees (\( D \leq 70 \) cm) and large trees (\( D > 70 \) cm). Models are arranged based on the statistical parameters from the best model to the worst model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>( R^2 )</th>
<th>RMSE</th>
<th>CCC</th>
<th>Mean Error (Mg)</th>
<th>Sum Error (Mg)</th>
<th>SD Error (Mg)</th>
<th>Mean rel. Error (%)</th>
<th>SD, rel. Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>D WD-C</td>
<td>0.83</td>
<td>0.84</td>
<td>1.27</td>
<td>2.69</td>
<td>0.87</td>
<td>0.90</td>
<td>-0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>m2</td>
<td>D WD-H</td>
<td>0.83</td>
<td>0.81</td>
<td>1.22</td>
<td>2.89</td>
<td>0.89</td>
<td>0.89</td>
<td>-0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Ch05.II.3</td>
<td>WD.D</td>
<td>0.70</td>
<td>0.78</td>
<td>1.57</td>
<td>3.30</td>
<td>0.79</td>
<td>0.86</td>
<td>-0.21</td>
<td>-0.43</td>
</tr>
<tr>
<td>Ch05.I.5</td>
<td>WD.H</td>
<td>0.76</td>
<td>0.78</td>
<td>1.40</td>
<td>4.25</td>
<td>0.94</td>
<td>0.79</td>
<td>-0.11</td>
<td>-0.88</td>
</tr>
<tr>
<td>Ch14.H</td>
<td>WP WD-H</td>
<td>0.75</td>
<td>0.67</td>
<td>1.41</td>
<td>4.11</td>
<td>0.84</td>
<td>0.79</td>
<td>-0.09</td>
<td>-1.16</td>
</tr>
<tr>
<td>m3</td>
<td>D WD-C</td>
<td>0.74</td>
<td>0.59</td>
<td>1.55</td>
<td>3.71</td>
<td>0.81</td>
<td>0.76</td>
<td>-0.64</td>
<td>1.01</td>
</tr>
<tr>
<td>Ch14.E</td>
<td>WP WD-E</td>
<td>0.70</td>
<td>0.77</td>
<td>1.65</td>
<td>3.45</td>
<td>0.75</td>
<td>0.85</td>
<td>-0.40</td>
<td>-1.39</td>
</tr>
<tr>
<td>m4</td>
<td>D WD-H</td>
<td>0.70</td>
<td>0.77</td>
<td>1.68</td>
<td>3.55</td>
<td>0.74</td>
<td>0.84</td>
<td>-0.44</td>
<td>-1.37</td>
</tr>
<tr>
<td>Ch14.E</td>
<td>WP WD-E</td>
<td>0.70</td>
<td>0.77</td>
<td>1.67</td>
<td>4.29</td>
<td>0.75</td>
<td>0.72</td>
<td>-0.56</td>
<td>-2.66</td>
</tr>
<tr>
<td>m2</td>
<td>D WD</td>
<td>0.84</td>
<td>0.77</td>
<td>1.90</td>
<td>4.30</td>
<td>0.76</td>
<td>0.81</td>
<td>0.84</td>
<td>1.94</td>
</tr>
</tbody>
</table>
Figure A2. Mean error in estimates (estimated AGB minus reference AGB in Mg) by DBH size class: small trees (D ≤ 70 cm; n = 17) and large trees (D > 70 cm; n = 9) for the TLS-derived allometric models and pantropical models.
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