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AbstracfRecently, a computational issue of sphere decoding reported recently, multistep MPC can improve the system
algorithm (SDA) during transient operation of multistep model  performance [5]D[7] when compare to its horizon-one coun-
predictive control has been addressed in [1] and achieved its o hart However, the computational challenges for prediction
real-time implementation in [2] for a medium-voltage electrical hori | th ianip t M th N
drive system. This is achieved by projecting the unconstrained onzons or)ger an one arg signibcant, °re°§’er’ € us_e 0
solution onto the convex-hull of the Pnite control set during tran- @n exhaustive search algorithm (ESA)Naccording to which
sient operation. Therefore, a new initial sphere that guarantees all candidate solutions are enumerated to conclude to the
feasibility and includes a signibcant smaller number of candidate optimal oneNfurther aggravate these challenges. This is due
solutions is obtained. This reduces the computation time required ;5 the fact that the number of candidate solutions increases

to solve the optimization problem. However, the reduction of the - . . . .
computational burden comes at the expense of (mild) suboptimal exponentially with the prediction horizon steps, rendering ESA

results [3]. This paper analyses the possibility to obtain a subop- COmputationally intractable.
timal solution by the SDA based optimization during transient To achieve real-time implementation of multistep MPC, the

operation. To deal with this suboptimality issue, this work sphere decoding algorithm (SDA), originally introduced in
explores the possibility to enlarge theconvex-hull whose size e peld of communications, can be adapted to solve opti-
is by dePnition tied to the original Pnite control set. Therefore, . .
in this work, the convex-hull is treated as a SDA initialization mal control probl_em associated to_multlstep_MPC f(_)r _pOV\_/er
parameter during transient operation. As will be demonstrated, converters and drives [6]D[8]. SDA is an efbcient optimization
enlarging the convex-hull size reduces the possibility to obtain algorithm for quadratic integer optimal problems, which can
a suboptimal solution during the transient operation retaining, be used to optimally obtain the converter switch position.
thus, the optimality during the whole converter operation. This is achieved by setting ainitial spherecentered on the
SplﬁgrixDLirg?j?frﬁgfst'i\éit%Op'g:glt’ioh?ns%b'z)ﬁ%;ﬁ; Horizon, unconstr.ai.r!ed.optimal sqlution and with a.radius deD.neo.I by
a good initial input candidate. Thus, any input combination
from the FCS that lies outside the sphere is discarded from
evaluation. Therefore, the computational efbciency of the SDA
In recent decades, model predictive control (MPC) has directly associated to the initial sphere. Nevertheless, during
paved its way in becoming one of the most attractive contrsnsient operation, the unconstrained solution can be placed
alternatives fo power electronics converters and electridak from the FCS, yielding to a large initial sphere, which
drives [4]. In MPC, an optimal control problem can béncreases the computational time required by the SDA to
formulated by considering the physical limits of the systembtain the optimal solution.
and, as a result, several constraints and nonlinearities can b& overcome this issue, an interesting solution was orig-
included to achieve the best possible outcome. These feattiredly proposed in [1]. Therein, @onvex hullof the FCS
of MPC, combined with the available computational powewas used to discriminate between steady-state and transient
justify its widespread acceptance from the power electroriperation. In doing so, if the unconstrained optimal solution
community. lies inside theconvex hulkthen, the SDA is performed as usual.
Among the MPC families, the Pnite control set MPC (FCSZonversely, whenever the unconstrained optimal solution lies
MPC) is most widely utilized. In this strategy, the optimizatiomutside theconvex hullit is considered as transient operation.
and modulation problem are formulated in one stage; thus, hothat case, it is proposed in [1] to project the unconstrained
modulator is needed. However, performing the optimizatiosptimal solution onto theonvex hulland use this projection as
is still computationally challenging as the number of contralenter for the initial sphere. Consequently, a new initial sphere
inputs or the length of the prediction horizon increases. Abkat guarantees feasibility and includes a signipcant smaller
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number of candidate solutions is obtained. This reduces tb?/&» ls0 - W

computation time required to solve the optimization problem,, i ez

This idea has been adopted in [2], [3] for multistep MPQ!m

formulated for medium-voltage electrical drive systems. Im-—

portantly, the reduction of the computational burden comes gf

the expense of (mild) suboptimal results [3], since the optimal

problem considering the projection differs from the original -.7 lisa iso isc]

one. [Speed informatch—P)
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The paper at hand analyses the possibility to obtain a

suboptimal solution by the SDA-based optimization duringig. 1. A cascaded FOC control structure with speed and Rux outer control

transient operation. To deal with this suboptimality issue, thigop and MPCC inner control loop governing an IM fed by a three-phase

. three-level H-Bridge inverter.

work explores the possibility to enlarge tbenvex-hull whose

size is by debnition tied to the original Pnite control set.

Therefore, in this work, theonvex-hullis treated as a SDA

initialization parameter during transient operation. As wi

be demonstrated, enlarging teenvex-hullsize reduces the r(t-;-lated to the switching effort. Furthermore, the weighting
possibility to obtain a suboptimal solution during the transie Lotor, & > 0, adjusts the trade-off between these two

operation retaining, thus, the optimality during the Who'8 ntrol targets. Then, the optimal control input sequence
converter operation. To validate this proposal, an inducti w gels. ! P P q '

— 1T T L i
motor drive system is chosen as a case study. Simulati r"\p‘.(k) t_h [l]foﬁ’t(k). l:_OPE(k; N # t}l)] , is obtained by
results are presented to verify the effectiveness of enlarging fifgving the foflowing optimization probiem

convex-hullsize, allowing SDA to preserve optimality for the
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Stator Curren
Prediction

[Vsan Vsbn Vscn ]

Pl Speed H-Bridge

Controller

I\{vhere the Prst term penalizes the stator current tracking
error and the second termd (1(% = u(%# u(%# 1)) is

whole range of operating points when using multistep MPC Uopi(k) = arg rS'(E) {In (K)} (3a)
with prediction horizon as long asl = 10 steps. Finally, . w (0 _ O+ o oF — 0
experimental results of the closed-loop system behavior usinsQUbJECt tox (% 1) = A(lx(%+ Bu (%, y(%= Cx E?:)l;)

multistep MPC withN = 4 and SDA with enlargeadonvex-
hull are also provided. Ukt u (3c)
$uPs %1 "W Kk,... kK+ N# 1, (3d)
Il. OPTIMAL CONTROL PROBLEM OFIM DRIVE

j’he predictive controller for an induction machine ('M)Where, (3b) is the system constraint given by (1), (3c) restricts
drive system here follows the cascaded structure of the Pgld control input sequenceld,(k) = [uT (k)... uT(k+ N #

oriented control (FOC), where the electromagnetic SYStefyT that belong to the FCS) = V%3N and (3d) is the

is controlled by a model predictive current control (MPCCyansition voltage level constraint which is limited to one, in
and classical proportional-integral (PI) controllers govern th&qer to avoid highdv/dt ratings [4]. Normally, transition in
mechanical system as shown in Fig. 1. The discrete-time staéﬁy voltage level becomes more than one (i.e. violates (3d))

space model of the IM drive system is formed as during the transients and/or worst case condition of the steady-
x(k+1) = A(k)x(k)+ Bu (k) (1a) States [9].
y(k) = Cx (k) (1b) Remarkl. Considering the stator currents & [isi  is+]"),
i T , therotor Buxes!(; =[!n ! ]") and the rotorOs speed
where the state vectog = [is ise o e ]l 1 RY% 0 g the state-variables, the continuous-time state equations

consists of the_ stator currents and t_he rotor Buxeﬁ#i_n of the IM drive system can be expressed as
framework, while the stator current is the output variable,

i.e.,y =[ig is]" ! RZ. Finally, the control input vector, i 1 K ) 1. #

U =[Ha Mo H]T U = V3, is composed of the inverter dls _ # i+ — L lm L+ Vs

voltage levelspy, "$!'{ a,b,¢,wherepy ! V= {# 1,0,1} dt (& Re(e #'m Ra(e

for a three-level inverter, and the system matricks B and " # (4a)

C) are obtained from the IM drive system model [2]. The dr, L. A

latter are summarized in Remark. 1. e #o (4b)
The main objective of MPCC is for the output variables . ' mot

(i.e., the stator currents) to track their referengeés while Jin d' m = H#fm ot Te#T) (4¢)

maintaining a low inverter switching frequency. At each time dt

stepk, the objectives are mapped into a cost function over a L L 5 )

Pnite prediction horizoM as where(; = g&, ki = 7%, Re = Rs*+ Rrkf’, Lg = Ls# kil

k4N 1 and (g = ;— stand for rotor time constant, rotor coupling

In (k) = ’ Sy(H1)#y (W1 + &S u(PR (2) factor, equivalent resistance, total leakage inductance, and

=k transient-stator-time constant, respectively, see [10]. Addi-



tionally, T, is the mechanical load torque, anid is the in fact, the Euclidean distance between the cehteand an

electromagnetic torque given by initial control input sequencd),; , i.e.,
To= onp ™ (ais # 1 e i) 5) Sni(K) )2 (K)= $H (U () # ! (. (9)
r

whereRs (R;), Ls (L), Lm, fm, andn, stand for stator The computational burden of the SDA depends directly on the
(rotor) resistance, stator (rotor) inductance, magnetizing indiiz€ Of initial sphereSiy (k) and, thus, the selection of center
tance, friction coefbcient, and number of pole pairs, respec{K) and initial radius) ini (k). This Sixi (k) should be small

tively. According to the MPCC scheme i# -framework, the enough containing a possibly limited number of candidate
continuous-time state-space model becomes solutions in it, hence less number of computations are per-

formed. To this end, two different initialization approach have
dx (t) _ A(DX(D)+ Beu(t), y(t)= Cx(t) (6) Dbeen used in [2] depending on the location of unconstrained

dt optimal solutionU (k) during the steady-state and transient
where operations.
oy ke Komn$ According to an educated-guess initialization approach pro-
Fro 0 mTm o TRy posed in [8], the initial spher&y (k) in (9) is formed by
Ac(t)= s Rkﬁf considering@,(k) as the centet (k). FurthermoreUi,i (k)
4 5o 0 # #lm (t)é % is chosen by using the previous optimal input sequence, and
0 Lo I'm (1) # it shifting it backwards by one time-step. This approach is partic-
Ve 1 ~ 10 0 o ularly effective at steady-state operation, as the unconstrained
Be = mc G C= 5 1 0 0 solution U (k) usually belongs to theonvex-hull Cy 1, of

. . . . the original FCSU, i.e.,U (k) ! Cyq, and it is debPned as
with the Clarke-transformatiormatrix, C;. By performing the

WeII-I_<nown Forward-Euler method With a sa_rnpling period of Cu1= Convy(U) & R”% (10)

Ts (time stepk ! N) on (6), the discrete-time state-space

model (1) is formed with system the system matrideék) = As a result, usually a compa@, (k) results, and, thus,

I 4+ TsAc(K), (wherel 4 is an identity matrix of size four), less computations are required. In contrast, the educated-

B = TsB¢, andC as per (7). guess initialization approach may not be a feasible option for

transients, sinclin; (k) is no longer a good guess like steady-

state and is far from its previous optimal. This is because the
This section brieRy introduces the basic formulation of thénconstrained solutiot,.(k) may be located far away from

SDA, and most importantly, the suitable initialization approach+1 (Uuc(k) ¥ Cn1) and thus, a larger initial sphef@; (k)

to be used. As shown, thanks to the aforementioned initidk formed that leads to a higher number of computations.

ization method, the computational burden of the optimization This issue has been solved in [1] by using a box-constrained

I11. SDA BASED OPTIMIZATION

process during transients is signibcantly reduced. quadratic programming (QP) problérthat projects the infea-
sible Uy¢(k) '! Cy1 on Cy 1. This provides a feasible center
A. Equivalent ILS Problem and a relatively small initial radius for the SDA. Specibcally,

The original optimization problem (3) can be used easily fy solving

compute the so-called unconstrained solutiope(k) ! R% _ . 2
Based on that, (3) is reformulated as an equivalent integer Ubea(k) = arg T $H (U () # B, (113)

least-squares (ILS) problem [8], i.e., subject to:U (k) ! Cyq & R (11b)
Uop(k) = arg o $H (U (K) # Bue()$,  (8) e projected solutioJp(K) results. This is equivalent to

Uuc(k), whenevetd (k) ! Cy1 (generally, during the steady-

subject to (3c) and (3d). Heréyuc(k) = H (k)Uuc(k) ! R™  state). Having foundJpey(k) ! Ci1, the new ILS-problem

As derived in [2], [8],H (k) ! R% %is a non-singular lower can pe written as

triangular matrix (lattice generator) f&; > 0, and is obtained

by performing the Cholesky decomposition [11] during the Usop(k) = arg min  $H (k)U (k) # Uno(k)$3  (12a)

intermediate stage of the ILS-problem (8) formation. Once the v (k)

ILS-problem has been formulated, the next step is to initialize subject to: (3c) and (3d). (12b)

the SDA to perform the optimization. .
In (12), Wpe(k) = H (K)Upea(k) ! R”acts as the new center

B. Initialization Approach I for the SDA. Moreover, a feasible initial vectdy,,;(k) =

The SDA forms an initial spher&;,; , with a center! , and
P S 1An exterior point active set algorithm based on Lagrangian multipliers and

an initial radiusf).ini K base_d on the aSSOCi_ated ILS_'pr(?bler[he Karush-Kuhn-Tucker conditions is computationally feasible to solve this
to be solved. This is achieved by computipg;, which is, problem [12]D[14].












