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Abstract— We present in this paper gain-scheduling composite nonlinear feedback (CNF) control for a set of second-order linear parameter-varying (LPV) systems that capture commonly used plant models in automatic control. The selected three parameter-varying plant models are double integrator with a gain, a series connection of an integrator and a first order system, and a second-order system without integration. We assume that the parameters of the plant models depend on an exogenous scheduling signal, which is unknown a priori, but it is measurable online and available for feedback control. The resulting model-based parameter-varying CNF controller assigns certain predefined properties for the closed-loop control system, which can be explained using linear time invariant (LTI) control theory. We demonstrate the proposed control structure with a simulation-based design example, in which a plant model is updated through a slowly varying scheduling signal, and, at the same time, the closed-loop system is commanded towards desired reference values. Our simulation results indicate that the closed-loop control system yields satisfactory tracking performance under parameter-varying conditions.

I. INTRODUCTION

Composite nonlinear feedback (CNF) controllers consist of parallel-connected linear and nonlinear parts, which are separately designed such that closed-loop control system yields fast command following for a given reference input using constrained control. The design of a CNF controller can be done e.g., in terms of dynamic characteristics of initial and final closed-loop control systems: First, a lightly damped linear part is designed for swift response by placing the poles of the initial closed-loop system with small damping ratio. Then, the nonlinear part is designed such that the damping ratio of the closed-loop control system is gradually changed by smoothly relocating the poles of the initial system. The relocation mechanism can automatically be done as a function of control error, which improves the tracking performance of the closed-loop control system.

In this paper, we consider a set of second-order single input single output linear parameter-varying (SISOLPV) systems that capture dynamic characteristics of three commonly used plant models in automatic control; namely, 1) a double integrator with a gain, 2) a series connection of an integrator and a first-order system, and 3) a second-order system without integration. We allow all parameters of the SISOLPV plant models to vary according to a time-varying exogenous scheduling variable, or scheduling signal, say \( \sigma(t) \). The trajectory of the scheduling signal is unknown a priori, but we assume that it is measurable online and available for feedback control.

Under the aforementioned conditions, we develop a model-based formulation for the CNF methodology such that closed-loop stability and some selected performance requirements can be satisfied for all \( \sigma \). To achieve such objectives, we parameterize the CNF controller such that familiar results from the time invariant CNF are applicable to our parameter-varying case. We would like to note that there has been relatively little research as regards to gain-scheduling CNF control. We are only aware of our own application paper, which considers linearization-based gain-scheduling CNF control of a nonlinear chemical reactor [1].

In recent years, the CNF methodology has been found in variety of applications such as unmanned aerial vehicles [2–4], autonomous ground vehicles [5], underactuated surface vessels [6], hard disk drives [7], servo positioning systems [8–10], robot manipulators [11], and U-tube steam generators [12], to name a few.

II. COMPOSITE NONLINEAR FEEDBACK CONTROL FOR A SET OF 2ND ORDER LPV SYSTEMS

We consider in this paper the following SISOLPV plants with actuator nonlinearity

\[
\begin{aligned}
\dot{x} &= A(\sigma)x + B(\sigma)\text{sat}(u) \\
y &= C_0 x \\
m &= x
\end{aligned}
\]

where \( x \in \mathbb{R}^2 \), \( u \in \mathbb{R} \), \( y \in \mathbb{R} \) and \( m \in \mathbb{R}^2 \) are the state, control input, controlled output and measured state, whereas \( x_0 \) is an initial condition. The symmetric actuator nonlinearity \( \text{sat}: \mathbb{R} \rightarrow \mathbb{R} \) is given by

\[
\text{sat}(u) = \min\{u_{\text{max}}, |u|\} \text{sgn}(u),
\]

where \( u_{\text{max}} \) is the saturation limit of the input and \( \text{sgn} \) denotes the sign function. We assume that the pair \( (A(\sigma), B(\sigma)) \) is completely controllable for all \( \sigma \), and that the parameter-varying matrices \( A(\sigma) \) and \( B(\sigma) \) are of the form

\[
A(\sigma) = \begin{bmatrix} 0 & 1 \\ a_{21}(\sigma) & a_{22}(\sigma) \end{bmatrix}, \quad B(\sigma) = \begin{bmatrix} 0 \\ b(\sigma) \end{bmatrix}, \quad b(\sigma) \neq 0,
\]

where the elements \( a_{21}(\sigma), a_{22}(\sigma) \) and \( b(\sigma) \) are analytic functions of \( \sigma \). We note that \( a_{21}(\sigma) \) and \( a_{22}(\sigma) \) are allowed to be zero. Without any loss of generality, we assume that the output matrix \( C_0 \) is

\[
C_0 = \begin{bmatrix} 1 & 0 \end{bmatrix}.
\]
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Hence, the SISOLPV system (1) can be 1) a double integrator with a parameter-varying gain, 2) a series connection of an integrator and a parameter-varying first-order system, and 3) a parameter-varying second-order system without integration. We assume that $\sigma$ is continuous and bounded function of $t$ with bounded derivative, say $\sigma \leq |\sigma|$. We also assume that $\sigma$ is known through measurements for all $t \geq 0$.

Here, our goal is to develop a model-based parameter-varying CNF control law for (1)–(4) such that the resulting closed-loop control system is stable and satisfy some design specifications for all $\sigma$. The design procedure is composed of two steps; namely, 1) the design of linear parameter-varying state feedback part, and 2) the design of parameter-varying nonlinear state feedback part. Finally, we connect the control laws from 1) and 2) in-parallel to form a parameter-varying gain-scheduled CNF control law.

**Step 1.** Design a linear parameter-varying full-state feedback control law

$$u_L = -K(\sigma)x + R(\sigma)r,$$

where $r$ is the target step reference. The parameter-varying full-state feedback gain $K$ is of the following form

$$K(\sigma) = \begin{bmatrix} K_1(\sigma) & K_2(\sigma) \end{bmatrix} = \frac{1}{b(\sigma)} \begin{bmatrix} \omega_0^2 + a_{21}(\sigma) & 2\xi_0\omega_0 + a_{22}(\sigma) \end{bmatrix},$$

where $\xi_0$ and $\omega_0$ are called initial damping ratio and initial natural frequency. The gain $K$ results in an initial closed-loop state matrix

$$A_{cl} = A(\sigma) - B(\sigma)K(\sigma) = \begin{bmatrix} 0 & 1 \\ -\omega_b^2 & -2\xi_0\omega_b \end{bmatrix}, \forall \sigma,$$

which is Hurwitz and independent of $\sigma$. The parameters $\xi_0$ and $\omega_0$ are chosen such that the step response of the initial closed-loop system has short rise time and large overshoot, i.e., $0 < \xi_0 < 1$ and $\omega_0 > 0$. The chosen state feedback gain also yields a parameter-varying reference tracking gain

$$R_1(\sigma) = -[C_1(A(\sigma) - B(\sigma)K(\sigma))]^{-1}B(\sigma)]^{-1} = \omega_b^2 \frac{1}{b(\sigma)},$$

which assigns unity DC-gain for the closed-loop system from the target reference $r$ to the controlled output $y$. Hence, the model-based closed-loop system is able to track constant references accurately in steady-state assuming disturbance free control environment and no modeling errors in (1).

**Step 2.** First, specify the desired state using

$$x_d \triangleq -A_{cl}^{-1}B(\sigma)R(\sigma)r = \begin{bmatrix} 1 & 0 \end{bmatrix}^T r.$$

Then form a CNF control law

$$u = u_L + u_N,$$

with a nonlinear parameter-varying feedback law $u_N$:

$$u_N = \rho(r, y)B(\sigma)^TP(\sigma)[x - x_d],$$

where the elements $p_{21}(\sigma)$ and $p_{22}(\sigma)$ need to be selected to yield a finite stable invariant zero for a certain auxiliary system, which is reviewed shortly. The function $\rho(r, y)$ is any nonpositive function, locally Lipschitz in $y$, that is used to smoothly change the closed-loop damping ratio when the output $y$ of the system approaches the target step reference $r$. The resulting parameter-varying closed-loop state matrix is

$$\tilde{A}_{cl}(\sigma) = \begin{bmatrix} 0 & 1 \\ \tilde{a}_{21}(\sigma) & \tilde{a}_{22}(\sigma) \end{bmatrix},$$

with

$$\tilde{a}_{21}(\sigma) = -\omega_b^2 + \rho(r, y)b(\sigma)^2 p_{21}(\sigma)$$

$$\tilde{a}_{22}(\sigma) = -2\xi_0\omega_b + \rho(r, y)b(\sigma)^2 p_{22}(\sigma).$$

In what follows, we seek appropriate $p_{21}(\sigma)$ and $p_{22}(\sigma)$, which would make (12) independent of $\sigma$, and would yield a desired strictly real finite stable invariant zero for the auxiliary system. For such purpose, we need to revise the role of the auxiliary system that plays an important role within CNF framework. Please refer to Chen et al. [13] for more details as regards to fixed parameter systems.

Now, consider the block diagram in Fig. 1 with an auxiliary system $\Sigma_{aux}$ and some function $\rho$ as discussed above. In general, the auxiliary system in Fig. 1 can be written by

$$\Sigma_{aux}(\sigma) = \begin{bmatrix} \dot{x}_{aux} = A_{aux}(\sigma)x_{aux} + B_{aux}(\sigma)u_{aux} \\ y_{aux} = C_{aux}(\sigma)x_{aux} \end{bmatrix},$$

$$\Rightarrow G_{aux}(s, \sigma) = C_{aux}(\sigma)(sI - A_{aux}(\sigma))^{-1}B_{aux}(\sigma).$$

Given the SISOLPV system with (3) and the control law (5), the matrix collection in (15) becomes

$$\begin{bmatrix} A_{aux}(\sigma) = A_{cl} \\ B_{aux}(\sigma) = B(\sigma) \\ C_{aux}(\sigma) = B(\sigma)^TP(\sigma) \end{bmatrix}.$$
where the elements \( p_{21}(\sigma) \) and \( p_{32}(\sigma) \) must be selected to yield a finite strictly real stable invariant zero, and a constant DC-gain for (17) for all \( \sigma \). We therefore require that the output matrix \( C_{\text{aux}}(\sigma) \) in (16) is of the following form

\[
C_{\text{aux}}(\sigma) = b(\sigma) \begin{bmatrix}
\delta_1/
\delta_2
\end{bmatrix}, \tag{18}
\]

for some real constants \( \delta_1 > 0 \) and \( \delta_2 > 0 \). We would like to note that the chosen \( C_{\text{aux}}(\sigma) \) becomes parameter-varying gain of the nonlinear part in (11).

The output matrix in (18) results in the following \( G_{\text{aux}} \)

\[
G_{\text{aux}}(s) = \frac{\delta_1 \delta_2 + \delta_2}{s^2 + 2\xi_0 \omega_0 s + \omega_0^2}, \tag{19}
\]

which is independent of \( \sigma \), and which has a strictly real finite stable zero that can be placed precisely to \( s = -\delta_1/\delta_2 \).

Therefore, one pole of the closed-loop system is drawn towards that invariant zero as \( |\rho| \) increases, whereas the other pole approaches negative infinity as \( |\rho| \to \infty \). Hence, suitable steady-state damping ratio and natural frequency for the final closed-loop control system can be achieved through an appropriate function \( \rho \).

We are now ready to select an appropriate \( \rho \) to complete the CNF design. Research suggests several forms for the nonlinear function, see: [14–15]. We adopt in this paper the following scaled nonlinear function that was originally proposed by Lin in [16], and later revised by Lan in [14]:

\[
\rho(r, y) = \rho(e) = -\beta \exp(-\alpha_0 e), \quad |e| = |r - y|. \tag{20}
\]

where

\[
\alpha_0 = \begin{cases} 
1 & y_0 \neq r \\
0 & y_0 = r 
\end{cases} \tag{21}
\]

The function in (20)–(21) is able to adapt for varying step sizes, when CNF controller is commanded to follow non-unit step references. The tuning parameters \( \alpha > 0 \) and \( \beta > 0 \) are chosen such that the closed-loop system satisfies the desired transient performance requirements i.e., short settling time and small overshoot. It is simple to observe that

\[
\lim_{t \to \infty} \rho(e) = -\beta, \tag{22}
\]

when \( e \to 0 \). Therefore, the parameter \( \beta \) can be selected to yield the desired damping ratio of the final system at the steady-state situation. Furthermore, the closed-loop characteristic equation of the final system i.e. when \( \rho \to -\beta \), is given by

\[
s^2 + (2\xi_0 \omega_0 + \beta \delta_1) s + (\alpha_0^2 + \beta \delta_2) = s^2 + 2\xi_0 \omega_0 s + \omega_0^2, \tag{23}
\]

where \( \xi_0 \) is the damping ratio and \( \omega_0 \) is the natural frequency of the final system. Therefore, we can analytically solve the relation between \( \xi_0 \) and \( \beta \), which is

\[
\xi_0 = \frac{\xi_0 \omega_0 + \frac{\beta}{2} \delta_1}{\sqrt{\omega_0^2 + \beta \delta_2}} = \frac{2\xi_0 \omega_0 + \beta \delta_2}{2\sqrt{\omega_0^2 + \beta \delta_2}}. \tag{24}
\]

Using (24), we can e.g., specify the desired damping ratio of the final system and solve for \( \beta \).

Finally, the parameter \( \alpha \) needs to be selected to yield an appropriate convergence speed for \( \rho \), when \( e \) becomes small. Usually, it is simple to find suitable value for \( \alpha \) using few simulation tryouts. However, Lan et al. in [15] have proposed optimization approaches to automatically seek for an appropriate \( \alpha \) by minimizing the well-known IAE (Integral of Absolute Error) or ITAE (Integral of Time multiplied by Absolute Error) criteria, which would deliver satisfactory performance. Nonetheless, the design of CNF controller is complete, when suitable \( \alpha \) has been chosen. In what follows, we demonstrate the parameter-varying CNF control using a design example.

### III. Design Example

Consider a moving ship with speed \( v \) and with heading angle \( \theta \). The heading angle \( \theta \) can be altered by adjusting the rudder angle \( \varphi \). A schematic diagram of the ship is depicted in Fig. 2. We adopt in this paper the following simplified model of the low-frequency motion of the ship [17]

\[
\tau(v(t)) \cdot \dot{\varphi}(t) + \dot{\theta}(t) = k(v(t)) \cdot \text{sat}(\varphi(t))
\]

\[
\theta(0) = \theta_0, \quad \varphi(0) = \varphi_0, \quad \varphi \in [-60, 60], \tag{25}
\]

where \( \theta \) is the controlled output and \( \varphi \) is the control input, with \( \theta_0 \) and \( \varphi_0 \) being the corresponding initial conditions. It should be noted that we have introduced an amplitude-constrained actuator into (25) to limit the control input and to make the original model more realistic.

![Figure 2](image)

A moving ship with speed \( v \) and heading angle \( \theta \).
The parameters $r$ and $k$ depend on the speed $v$ according to the following expressions:

\[ \tau(v(t)) = \tau_0 v_0 \frac{1}{v(t)} \quad (26) \]

and

\[ k(v(t)) = k_0 v_0. \quad (27) \]

As expected, the turning dynamics is inversely proportional to speed $v$, whereas the gain $k$ increases with increasing speed. We assign the following values for the constant parameters in (26) and (27): $\tau_0 = 10$, $v_0 = 10$ and $k_0 = 5$, respectively. Furthermore, the speed $v(t)$ is the scheduling signal that is used to update the model. For conciseness, we omit the time dependence of the functions throughout the rest of the paper.

Automatic heading angle control is used in the speed range: $[v_{\text{min}}, v_{\text{max}}] = [1, 20]$, that is, the gain $k$ varies in the range: $[k_{\text{min}}, k_{\text{max}}] = [0.5, 10]$, and $r$ in the range: $[r_{\text{min}}, r_{\text{max}}] = [5, 100]$. Furthermore, we assume that the heading angle $\theta$ and speed $v$ are measured and available for feedback control, whereas the rate of change of $\theta$ is constructed using the following first-order derivative filter

\[ G(s) = \frac{s\omega_f}{s + \omega_f}, \quad (28) \]

where $\omega_f$ is the cut-off-frequency of the filter. In general, the cut-off frequency of the derivative filter is chosen such that appropriate filtering is maintained without distracting the signal components of the controlled output. Nonetheless, an LPV state-space representation of (25) is

\[ \begin{bmatrix} \dot{\theta} \\ \dot{\delta} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & -\tau(v)^{-1} \end{bmatrix} \begin{bmatrix} \theta \\ \delta \end{bmatrix} + \begin{bmatrix} 0 \\ k(v)\tau(v)^{-1} \end{bmatrix} \text{sat}(\phi), \quad (29) \]

whereas the output equations are given by

\[ y = \theta, \quad m = \begin{bmatrix} \theta \\ \delta \end{bmatrix}^T, \quad \dot{\theta} = -\omega_r \dot{\theta} + \omega_r \theta, \quad \dot{\theta}(0) = \dot{\theta}_0. \quad (30) \]

First, we illustrate the closed-loop performance for the frozen values of $v = 1, 5, 10$ and 20, respectively, and by using a single tuning linear full-state feedback law designed at the intermediate speed $v = 10$ only. The poles of the closed-loop system at this speed are placed at $s = -1 \pm j2$. The unit step responses for the heading angle $\theta$ at each constant speed are depicted in Fig. 3.

Judging from the Fig. 3, a single tuning linear controller does not give satisfactory performance at the entire operation region. That is, the controller is experiencing severe difficulties when it is adjusting the rudder angle at low speeds owing to the small $k$ and large $r$. Hence, a need for more sophisticated control exists that can compensate for varying plant parameters, which, in this paper is, parameter-varying gain-scheduling. In what follows, we design a gain-scheduled parameter-varying CNF controller that is able to control the heading angle of the ship as desired despite the varying speed $v$.

![Figure 3. Heading angle responses for separate v.](image)

![Figure 4. Root locus plot and pole-zero configurations of initial and final systems.](image)
Thus, we now have a locus of closed-loop poles starting from the poles of the initial system that finally terminate at the negative real axis as specified by the final system. Such transition is smoothly and automatically delivered through $\rho$ while $e \to 0$. To complete the CNF design, we need to find a suitable value for $\alpha$, that is, we need to specify the convergence speed of $\rho$ as $e$ decreases.

We now seek an optimal value for the tuning parameter $\alpha$ by minimizing the IT$^2$AE-criterion [18]:

$$\min_{\alpha>0, \beta>2.5183} \int_0^\infty \left[ \dot{\theta} - \theta \right] dt,$$

where $\theta$ is the desired heading angle. The squaring of time in (33) assigns large penalty for errors occurring at the late stage of the transient response, and hence, we feel that (33) provides appropriate selectivity for our CNF design. We would like to note that minimizing IT$^2$AE yields small overshoot, because the resulting $\alpha$ is slightly too large. Nonetheless, IT$^2$AE performance index in a step experiment is uniquely minimized by $\alpha = 2.440$, which completes the design of our CNF controller.

Finally, we collect the complete parameter varying CNF controller as

$$u = \varphi = -K(v) \begin{bmatrix} \theta \\ \dot{\theta} \end{bmatrix} + R_e(v) \dot{\theta} + \rho(e) B(v)^T P(v) \begin{bmatrix} \dot{\theta} \\ \theta \end{bmatrix} - \begin{bmatrix} 1 \\ 0 \end{bmatrix} \theta,$$

where

$$\varphi = \begin{cases} 0, & \theta \neq \theta_0 \\ 1, & \theta_0 = \theta, \end{cases}$$

and

$$\alpha_0 = \begin{cases} \frac{1}{\theta - \theta_0}, & \theta_0 \neq \theta \\ 1, & \theta_0 = \theta. \end{cases}$$

The schematic diagram of the closed-loop control system is depicted in Fig. 5. In what follows, we illustrate the closed-loop tracking performance using time-varying $v$. To make the simulation-based test more realistic, we continuously update the ship model using true $v$; however, the CNF controller is supplied with delayed and noise-corrupted $v$, as indicated in Fig. 5. We assume time delay $d$ of 5 time units, and an additive zero-mean Gaussian white noise $v$ having a unit variance. Hence, the CNF controller is updated using $v_1 = v(t - d) + v$ rather than $v$.

**Simulation test.** The heading angle reference $\theta_i$ is a step sequence with changing step sizes. The speed $v$ follows a time-varying profile in which acceleration, deceleration and constant speed occurs. The step sequence is configured such that the heading angle is changed while the ship is experiencing acceleration or deceleration. Hence, the turning dynamics of the ship change at the same time the heading angle is commanded towards different angle references.

The heading angle tracking performance, speed profiles, and rudder angle adjustments are depicted in Fig. 6. The erroneous speed profile $v_1$ is used to update the CNF controller, whereas the error-free profile $v$ updates the ship model. That is, the CNF controller encounters considerable model mismatch during the test at several time instances. Nonetheless, the tracking performance is satisfactory despite the erroneous $v_1$ as can be seen from Fig. 6. We note that during the last two downward step changes, the rudder is turned much differently, despite the same step magnitude. Such behavior is rational, because the parameter-varying controller compensates for the slow speed of the ship i.e., for small $k$ and large $\tau$, which is most notable at $\tau = 45$. Also, small undershoot and overshoot are observed around $t = 12$ and $t = 37$, which results from the offset between $v$ and $v_1$.

Furthermore, as $e \to 0$, the nonlinear part of the CNF controller is activated, and the poles of the closed-loop system are relocated as in Fig. 4, which mitigates the overshoot tendency caused by the lightly-damped initial system. Such feature is the key property of CNF control, which generally shortens the settling time of closed-loop control systems.
The gains of the time-varying nonlinear and linear parts are displayed in Fig. 7. We have simulated the gains in noise-free environment to make them more demonstrative. According to Fig. 7, the gains are appropriately updated towards large values when the speed of the ship is slow, and decreased when the ship advances faster in order to maintain the turning dynamics of the ship as desired.

Finally, we provide an estimate of the robustness properties of the control system for frozen values of the scheduling signal. In this case, the phase margin is a relevant measure because the model-based gain margin is infinite. We can show that the worst-case phase margin for the CNF control is obtained at the initial stage i.e. when the nonlinear part is inactive. The worst-case phase margin in this case is 47.5 degrees, which is guaranteed at the entire operation region for all frozen values of v.

IV. CONCLUSION

In this paper, we presented gain-scheduling composite nonlinear feedback (CNF) control for a set of second-order linear parameter-varying (LPV) systems that capture commonly-used plant models in automatic control; namely, a double integrator with a parameter-varying gain, a series connection of an integrator and a parameter-varying first-order system, and a parameter-varying second-order system without integration. We demonstrated the proposed control structure with a simulation-based design example, in which a rudder angle of an LPV ship system was controlled in order to achieve desired heading angle under time-varying speed. Our simulation results indicated that the heading angle can satisfactorily be controlled despite intentional model mismatch introduced by inaccurate speed measurement, which functioned as the scheduling signal for the controller. We feel that our study may lay foundation for generalizing CNF control for more general class of LPV systems that were not considered in this paper.

Figure 7. Controller gains as a function of time.
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