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On Robust Output Regulation for Continuous-Time Periodic Systems

Lassi Paunonen*

Abstract
We construct a controller to solve robust output tracking problem for a stable linear continuous-time periodic system on a finite-dimensional space. We begin by transforming the time-dependent plant to a time-invariant discrete-time system using the "lifting technique". The controller is then designed to achieve robust output tracking for the lifted system. We show that an exact solution to the control problem for a continuous-time periodic system necessarily requires an error feedback controller with an infinite-dimensional internal model. The results are illustrated with an example where robust output tracking is considered for a stable periodic scalar system.

1 Introduction
The purpose of this paper is to study the problem of robust output tracking for a stable periodically time-dependent linear system

\begin{align}
\dot{x}(t) &= A(t)x(t) + B(t)u(t), \quad x(0) = x_0 \in X \\
y(t) &= C(t)x(t) + D(t)u(t)
\end{align}

on a finite-dimensional space \( X = \mathbb{C}^n \). It is well-known that for a time-invariant linear system the robust output tracking problem can be solved using a controller incorporating an internal model of the exosystem's dynamics. This is a consequence of the fundamental internal model principle [4, 3].

Unfortunately, the internal model principle is not directly applicable in the case of time-dependent systems. However, for discrete-time periodically time-dependent systems the robust output regulation problem has been shown to have a solution involving two steps: In the first step, the discrete-time periodic system is rewritten as a time-invariant discrete-time system using a technique called "lifting" [10, 2]. The second step involves constructing an internal model based robust controller for the lifted system. The resulting control law can then be used to control the original periodic plant. Indeed, this approach has been successfully used in solving the robust output tracking and disturbance rejection problem for periodic discrete-time systems in [6, 7, 5, 9, 8, 12].

The lifting technique is also available for periodic continuous-time systems [1, 11]. For both discrete-time and continuous-time systems the lifted system is a time-invariant discrete-time system with the same state space as the original system. However, for a discrete-time system the output space of the lifted system has dimension \( \tau p \), where \( p \) is the dimension of the output space of (1) and \( \tau \in \mathbb{N} \) is the period length. On the other hand, if we consider a continuous-time system with a \( p \)-dimensional output space, the output of the lifted system lies in an infinite-dimensional Hilbert space \( L^2(0, \tau; \mathbb{C}^p) \), where \( \tau > 0 \) is again the period length.

The above difference has particularly severe consequences in connection to the robust output tracking problem, because the classical definition of an internal model is not applicable for systems with an infinite-dimensional output spaces. However, recent advances in the theory of robust output regulation for infinite-dimensional systems [14, 15, 16] provide tools for studying internal models for systems with infinite-dimensional output spaces without difficulties. In particular, the references [14, 15] introduce alternative ways of defining the internal model in such a way that the concept is useful even in the case of infinite-dimensional output spaces.

In this paper we apply the results in [15] to design a periodic discrete-time controller in such a way that

- The closed-loop system consisting of the plant and the controller is stable.
- The output \( y(\cdot) \) converges asymptotically to the reference signal \( y_{\text{ref}}(\cdot) \) in a suitable sense.
- The control law tolerates small perturbations in the parameters \( (A(\cdot), B(\cdot), C(\cdot), D(\cdot)) \) of the plant.

We approach the problem by first lifting the system (1) to a time-invariant linear discrete-time system, and by subsequently designing an internal-model based discrete-time error feedback controller to solve the transformed control problem. Since the lifted system has an infinite-dimensional output space, also the internal-model based controller is necessarily infinite-dimensional. Because of this drawback the proposed solution of the control problem is first and foremost
theoretical. However, the approach and the controller structure presented in this paper may open new possibilities in constructing approximate controllers for robust output tracking. Moreover, the stabilization of the closed-loop system requires the assumption that the transfer function of the lifted system at the frequency $\mu = 1$ of the exosystem is boundedly invertible. For time-invariant systems this standard assumption, but for time-periodic systems this condition is quite restrictive.

2 Assumptions on the Plant and the Controller

The parameters of the plant (1) on the spate space $X = C^n$ are such that $A(\cdot) : R \rightarrow C^{n \times n}$ is $\tau$-periodic and locally integrable, $B(\cdot) \in C_\tau(R; C^{n \times m})$, $C(\cdot) \in C_\tau(R; C^{p \times n})$, $D(\cdot) \in C_\tau(R; C^{p \times m})$, where $C_\tau(R; H)$ denotes the space of continuous $\tau$-periodic $H$-valued functions. The state of the plant (1) is then given by

$$x(t) = \Phi_A(t, 0)x_0 + \int_0^t \Phi_A(t, s)B(s)u(s)ds,$$

where $\Phi_A(t, s), t \ge s$ is the fundamental matrix of (1) satisfying $\Phi_A(0, 0) = I$. Since $A(\cdot)$ is $\tau$-periodic, we have that $\Phi_A(t + \tau, s + \tau) = \Phi_A(t, s)$ for all $t \ge s$. We assume the plant is uniformly exponentially stable. For a periodic system this means that its characteristic multipliers, i.e., the eigenvalues of $\Phi_A(\tau, 0)$, have absolute values strictly less than one.

The main control problem consists of tracking of a reference signal $y_{ref}(\cdot) \in C_\tau(R; C^p)$. This signal is obtained as an output of the periodic exosystem

$$(2a) \quad \dot{v}(t) = 0 \cdot v(t), \quad v(0) = v_0 \in C$$

$$\text{(2b)} \quad y_{ref}(t) = -Fv(t)$$

corresponding to the initial state $v_0 = 1$ when we choose $F(\cdot) = -y_{ref}(\cdot) \in C_\tau(R; C^p)$.

2.1 The Lifted Systems

Using the lifting technique [1, 11], the plant (1) can be represented as a time-invariant discrete-time system

$$(3a) \quad x_{k+1} = Ax_k + Bu_k, \quad x_0 = x_0$$

$$\text{(3b)} \quad y_k = Cx_k + Du_k,$$

on the space $X = C^n$ with input space $U = L^2(0, \tau; C^m)$ and output space $Y = L^2(0, \tau; C^p)$. The lifted state $x_k$, input $u_k$ and output $y_k$ are defined by

$$x_k = x(k\tau),$$

$$u_k = u(k\tau + \cdot) : [0, \tau) \rightarrow U$$

$$y_k = y(k\tau + \cdot) : [0, \tau) \rightarrow Y$$

The operators $A, B, C, D$ are bounded so that $A \in \mathcal{L}(X)$, $B \in \mathcal{L}(U, X)$, $C \in \mathcal{L}(X, Y)$, and $D \in \mathcal{L}(U, Y)$, and they are defined so that for all $x \in X$ and $u \in U$

$$Ax = \Phi_A(t, 0)x$$

$$Bu = \int_0^t \Phi_A(t, s)B(s)u(s)ds$$

$$(C\cdot)(\cdot) = C(\cdot)\Phi_A(\cdot, 0)x$$

$$(Du)(\cdot) = D(\cdot)u(\cdot) + C(\cdot)\int_0^t \Phi_A(v, s)B(s)u(s)ds.$$
2.2 The Controller and the Closed-Loop System

We consider a discrete-time controller of the form

\[(5a) \quad z_{k+1} = G_1 z_k + G_2 e_k, \quad z_0 = z^0 \in Z\]
\[(5b) \quad u_k = K z_k\]

on a Banach space \(Z\). Here \(G_1 \in \mathcal{L}(Z), G_2 \in \mathcal{L}(Y, Z), K \in \mathcal{L}(Z, U)\) and \(e_k = y_k - y^\text{ref}_k\) is the regulation error. It is clear that the output \(y(t)\) converges to the reference signal \(y^\text{ref}(t)\) in the sense of Definition 2.1 if and only if \(\|e_k\|_Y \to 0\) as \(k \to \infty\).

The lifted plant and the controller can be written together as a closed-loop system

\[x_{e,k+1} = A_e x_{e,k} + B_e v_k\]
\[e_k = C_e x_{e,k} + D_e v_k\]

on the space \(X_e = X \times Z\) with bounded operators \(C_e = (C \quad DK) \in \mathcal{L}(X_e, Y), D_e = -F \in \mathcal{L}(W, Y), A_e = \begin{pmatrix} A & BK \\ G_2 C & G_1 + G_2 DK \end{pmatrix}, B_e = \begin{pmatrix} 0 \\ G_2 F \end{pmatrix}.\]

3 The Robust Output Tracking Problem

In the control problem we study a situation where the parameters \((A(\cdot), B(\cdot), C(\cdot), D(\cdot), F(\cdot))\) are perturbed to \((\tilde{A}(\cdot), \tilde{B}(\cdot), \tilde{C}(\cdot), \tilde{D}(\cdot), \tilde{F}(\cdot))\). The class \(\mathcal{O}\) of admissible perturbations is defined as follows.

**Definition 3.1.** The class \(\mathcal{O}\) of admissible perturbations has the following properties.

(a) The nominal parameters belong to the class, i.e., \((A(\cdot), B(\cdot), C(\cdot), D(\cdot), F(\cdot)) \in \mathcal{O}\).

(b) For all perturbations \((\tilde{A}(\cdot), \tilde{B}(\cdot), \tilde{C}(\cdot), \tilde{D}(\cdot), \tilde{F}(\cdot)) \in \mathcal{O}\), the operator \(\tilde{P}(1)\) is boundedly invertible.

The robust output tracking problem is formulated in detail in the following.

The Robust Output Regulation Problem. Choose the controller \((G_1, G_2, K)\) in such a way that the following are satisfied:

(a) The closed-loop is exponentially stable, i.e., \(\sigma(A_e) \subset \mathbb{D}\).

(b) For all initial states \(x_{e0} \in X_e\) and \(v_0 \in W\) the regulation error decays to zero at an exponential rate, i.e., there exist \(M, \omega > 0\) such that \(\|e_k\| \leq Me^{-\omega k}\) for all \(k \in \mathbb{N}_0\).

(c) If \((A(\cdot), B(\cdot), C(\cdot), D(\cdot), F(\cdot))\) are perturbed to \((\tilde{A}(\cdot), \tilde{B}(\cdot), \tilde{C}(\cdot), \tilde{D}(\cdot), \tilde{F}(\cdot)) \in \mathcal{O}\) in such a way that the closed-loop system remains exponentially stable, then for all initial states \(x_{e0} \in X_e\) and \(v_0 \in W\) the regulation error \(e_k\) decays to zero at an exponential rate.

Part (b) of Definition 3.1 and the stability of the closed-loop system are preserved under perturbations for which the norms \(\|A - \tilde{A}\|, \|B - \tilde{B}\|, \|C - \tilde{C}\|, \text{ and } \|D - \tilde{D}\|\) are small enough. Theorem 4.1 in Section 4 relates the sizes of the above norms to the sizes of the perturbations in the parameters \((A(\cdot), B(\cdot), C(\cdot), D(\cdot))\) of the original plant.

We will now show that the robust output regulation problem can be solved with an infinite-dimensional controller on the Hilbert space \(Z = Y = L^2(0, \tau; \mathbb{C}^p)\) if we choose the parameters as \(G_1 = I\) and \(G_2 = \varepsilon I\) with \(\varepsilon > 0\). With these choices the controller (5) becomes

\[z_{k+1} = z_k + \varepsilon e_k, \quad z_0 = z^0 \in Z\]
\[u_k = K z_k.\]

The sole frequency \(\mu = 1\) of the lifted exosystem (4) is an eigenvalue of \(G_1\) with an infinite-dimensional multiplicity. This can be interpreted as the controller incorporating an infinite-dimensional internal model of the exosystem’s dynamics. The following theorem shows that this property is indeed sufficient for the controller to solve the robust output regulation problem.

**Theorem 3.1.** If we choose \(Z = Y, G_1 = I \in \mathcal{L}(Y), G_2 = \varepsilon I \in \mathcal{L}(Y)\), and \(K = -P(1)^{-1} \in \mathcal{L}(Y, U),\)

then there exists \(\varepsilon^* > 0\) such that for any \(0 < \varepsilon \leq \varepsilon^*\) the controller (5) solves the robust output regulation problem.

The choices of the controller parameters are based on the following characterization of controllers that solve the robust output regulation problem. The result is a discrete-time analogue of [16, Thm. 5.1].

**Theorem 3.2.** A controller \((G_1, G_2, K)\) that stabilizes the closed-loop system solves the robust output regulation problem if and only if for all perturbations \((\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}, \tilde{F}) \in \mathcal{O}\) for which the closed-loop system is stable the equations

\[(6a) \quad \tilde{P}(1)Kz = -\tilde{F}\]
\[(6b) \quad (I - \tilde{G}_1)z = 0\]

have a solution \(z \in Z\).

**Proof.** The proof is analogous to the proofs of [15, Thm. 4] and [16, Thm. 5.1]. \qed
Proof of Theorem 3.1. In our controller (5) we have \( G_1 = I \in L(Y) \) and \( G_2 = \varepsilon I \). Thus \( I - G_1 = 0 \), and the equations (6) have a solution if and only if there exists \( z \in Z \) such that

\[
\tilde{P}(1)Kz = -\tilde{F}.
\]

If we choose \( K = P(1)^{-1} \) as suggested, then for any perturbations \( \tilde{A}(\cdot), \tilde{B}(\cdot), \tilde{C}(\cdot), \tilde{D}(\cdot), \tilde{F}(\cdot) \) \( \in \mathcal{O} \)

\[
\tilde{P}(1)Kz = \tilde{P}(1)P(1)^{-1}z = -\tilde{F}
\]

with the choice \( z = -P(1)\tilde{P}(1)^{-1}F \in Y = Z \).

It remains to show that the closed-loop system is exponentially stable. If we define a similarity transformation \( Q = \begin{pmatrix} I & 0 \\ H & -I \end{pmatrix} \) with \( H = \varepsilon C(A - I)^{-1} \), then

\[
QA_cQ^{-1} = \begin{pmatrix} I & 0 \\ H & -I \end{pmatrix} \begin{pmatrix} B & BK \\ 0 & C + \varepsilon DK \end{pmatrix} \begin{pmatrix} I & 0 \\ H & -I \end{pmatrix} = \begin{pmatrix} A + \varepsilon BK(A - I)^{-1} & -BK \\ -\varepsilon^2P(1)KC(A - I)^{-1} & 1 + \varepsilon P(1)K \end{pmatrix} \begin{pmatrix} 0 & 0 \\ C(A - I)^{-1} & 0 \end{pmatrix} + \varepsilon^2 \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\]

From this form we see that for a small enough \( \varepsilon > 0 \) the closed-loop system is exponentially stable. In particular, there exists \( \varepsilon^* > 0 \) such that \( \sigma(A_c) \subset \mathbb{D} \) whenever \( 0 < \varepsilon \leq \varepsilon^* \). \( \square \)

4 Analysis of the Perturbations

In this section we compare the sizes of the perturbations in the parameters \( (A(\cdot), B(\cdot), C(\cdot), D(\cdot)) \) to the sizes of the perturbations in the lifted system’s operators \( (A, B, C, D) \). In particular we show that if the perturbations in the original system are small, then the same is true for the perturbations in the lifted system. It should be noted that the results in this section only represent one particular way in which such estimates can be carried out. The norms in which the changes in \( (A(\cdot), B(\cdot), C(\cdot), D(\cdot)) \) are measured can easily be changed to best suit the requirements of the application at hand.

We assume the following.

- \( \tilde{A}(\cdot) = A(\cdot) + \Delta_A(\cdot) \) where \( \Delta_A(\cdot) \in L_{\text{loc}}(\mathbb{R}, C^{n \times n}) \) is \( \tau \)-periodic. The perturbation is measured in the norm \( \| \Delta_A(t) \|_{C^{n \times n}} \) is measured in the norm \( \| \Delta_A(t) \|_{C^{n \times n}} dt \).

- We let

\[
\tilde{B}(\cdot) = B(\cdot) + \Delta_B(\cdot),
\]

\[
\tilde{C}(\cdot) = C(\cdot) + \Delta_C(\cdot),
\]

\[
\tilde{D}(\cdot) = D(\cdot) + \Delta_D(\cdot),
\]

where \( \Delta_B(\cdot) \in C_{\tau}(\mathbb{R}, C^{n \times m}), \Delta_C(\cdot) \in C_{\tau}(\mathbb{R}, C^{m \times n}), \Delta_D(\cdot) \in C_{\tau}(\mathbb{R}, C^{p}) \). The sizes of the perturbations are measured in the norms \( \| \Delta_B(\cdot) \|_{L^1} = \max_{0 \leq t \leq \tau} \| \Delta_B(t) \|, \) and \( \| \Delta_C(\cdot) \|_{C^{n \times m}} \) and \( \| \Delta_D(\cdot) \|_{C^{p \times m}} \) (defined analogously).

Theorem 4.1. Assume that the controller \( (G_1, G_2, K) \) solves the robust output regulation problem. There exists \( \delta > 0 \) such that if \( \| \Delta_A(\cdot) \|_{L^1} < \delta, \) \( \| \Delta_B(\cdot) \|_{C^{n \times m}} < \delta, \) \( \| \Delta_C(\cdot) \|_{C^{p \times m}} < \delta, \) and \( \| \Delta_D(\cdot) \|_{C^{p \times m}} < \delta, \) then

(a) \( \tilde{P}(1) \) is boundedly invertible

(b) The perturbed closed-loop system is exponentially stable.

Since parts (a) and (b) of Theorem 4.1 are satisfied provided that \( \| A - A(\cdot) \|, \| B - B(\cdot) \|, \| C - C(\cdot) \|, \) and \( \| D - D(\cdot) \| \) are small enough, it is sufficient to show that these four norms can be made arbitrarily small by making \( \| \Delta_A(\cdot) \|_{L^1}, \) \( \| \Delta_B(\cdot) \|_{C^{n \times m}}, \) \( \| \Delta_C(\cdot) \|_{C^{p \times m}}, \) and \( \| \Delta_D(\cdot) \|_{C^{p \times m}} \) sufficiently small.

Estimating \( \| A - A(\cdot) \| \): By definition

\[
\| A - A(\cdot) \| = \| \Phi_A(t, 0) - \Phi_A(\tau, 0) \| = \| \Phi_A(\tau, 0) \|_{C^{n \times n}}
\]

where we have denoted \( \Delta_A(t, s) = \Phi_A(t, s) - \Phi_A(t, s) \) for \( 0 \leq s \leq t \leq \tau \). In the following we will show that \( \| \Delta_A(\cdot, s) \|_{\infty} = \sup_{0 \leq t \leq \tau} \| \Delta_A(t, s) \| \) can be made arbitrarily small by making \( \| \Delta_A(\cdot) \|_{L^1} \) small. Let \( t \geq s \) and \( x_s \in X \) be such that \( \| x_s \|_1 = 1 \). Then

\[
\Delta_A(t, s)x_s = \Phi_A(t, s)x_s - \Phi_A(t, s)x_s = \int_s^t \Phi_A(t, r)\Delta_A(r, s)x_s dr + \int_s^t \Phi_A(t, r)\Delta_A(r, r)x_s dr + \int_s^t \Phi_A(t, r)\Delta_A(r, r)x_s dr.
\]

Thus

\[
\| \Delta_A(t, s) \|_{L^1} \leq \int_s^t \| \Phi_A(t, r) \| \| \Delta_A(r, s) \| \| \Delta_A(r, s) \| dr + \int_s^t \| \Phi_A(t, r) \| \| \Delta_A(r, s) \| \| \Delta_A(r, s) \| dr
\]

\[
\leq \| \Phi_A \|^2_{L^1} \Delta_A \|_{L^1} + \| \Phi_A \|_{L^1} \int_s^t \| \Delta_A(r, s) \| \| \Delta_A(r, s) \| dr
\]

where \( \| \Phi_A \|_{L^1} = \sup_{0 \leq t \leq \tau} \| \Phi_A(t, s) \| \). Grönwall’s lemma implies that

\[
\| \Delta_A \|_{L^1} \leq \| \Phi_A \|^2_{L^1} \Delta_A \|_{L^1} e^{\| \Phi_A \|_{L^1} \Delta_A \|_{L^1}},
\]

which in turn concludes that \( \| \Delta_A(\cdot, s) \|_{\infty} \) can be made arbitrarily small by making \( \| \Delta_A(\cdot) \|_{L^1} \) small.
Estimating $\|\hat{B} - B\|$: For every $u \in L^2(0, \tau; U)$
\[
\|\hat{B}u - Bu\|_X = \|\int_0^\tau \Phi_A(\tau, s)\Delta_B(s)u(s)ds\|_X 
\leq \int_0^\tau \|\Phi_A(\tau, \cdot)\|\|\Delta_B(s)\|\|u(s)\|ds 
\leq \|\Delta_B\|\|\Phi_A(\tau, \cdot)\|_L^2\|u\|_{L^2},
\]
which implies $\|\hat{B} - B\|_X \leq \|\Delta_B\|\|\Phi_A(\tau, \cdot)\|_{L^2}$.

Estimating $\|\hat{C} - C\|$: For every $x \in X$
\[
\|\hat{C}x - Cx\|_2^2 = \int_0^\tau \|\Delta_C(t)\Phi_A(t, 0)x\|_X^2 dt 
\leq \|\Delta_C\|\|\Phi_A(\cdot, 0)\|_{L^2}\|x\|_X^2 
\]
and thus $\|\hat{C} - C\|_{L^2} \leq \|\Delta_C\|\|\Phi_A(\cdot, 0)\|_{L^2}$.

Estimating $\|\hat{D} - D\|$: For all continuous functions $f_\Phi, f_B, f_C$, where $(t, s) \mapsto f_\Phi(t, s)$ is defined on $\{ (t, s) \mid 0 \leq s \leq t \leq \tau \} \subset [0, \tau] \times [0, \tau]$,
\[
\|f_C(\cdot)\int_0^t f_\Phi(\tau, s)f_B(s)u(s)ds\|_{L^2}^2 
= \int_0^\tau \|f_C(t)\int_0^t f_\Phi(t, s)f_B(s)u(s)ds\|_2 dt 
\leq \|f_C(\cdot)\|_2^2 \int_0^\tau \left( \int_0^t \|f_\Phi(t, s)\|\|f_B(s)\|\|u(s)\|ds \right)^2 dt 
\leq \|f_C(\cdot)\|_2^2 \|f_B(\cdot)\|_2\|u\|_2^2 \int_0^\tau \int_0^t \|f_\Phi(t, s)\|^2sdtdt 
= \|f_C(\cdot)\|_2^2 \|f_B(\cdot)\|_2\|u\|_2^2 \|f(\cdot)\|_{L^2}^2.
\]
Now for every $u \in L^2(0, \tau; \mathbb{C}^m)$ we have
\[
\|\hat{D}u - Du\|_{L^2} = \|\hat{C}(\cdot)\int_0^\tau \Phi_A(\cdot, s)\tilde{B}(s)u(s)ds 
- C(\cdot)\int_0^\tau \Phi_A(\cdot, s)B(s)u(s)ds + \Delta_D(\cdot)u(\cdot)\|_{L^2} 
\leq \|\Delta_D\|\|u\|_{L^2} + \|\tilde{C}(\cdot)\int_0^\tau \Phi_A(\cdot, s)\Delta_B(s)u(s)ds\|_{L^2} 
+ \|\hat{C}(\cdot)\int_0^\tau \Delta_B(\cdot, s)B(s)u(s)ds\|_{L^2} 
+ \|\hat{C}(\cdot)\int_0^\tau \Delta_B(\cdot, s)B(s)u(s)ds\|_{L^2} 
+ \|\Delta_C(\cdot)\int_0^\tau \Phi_A(\cdot, s)B(s)u(s)ds\|_{L^2}.
\]
This together with the earlier estimate implies
\[
\|\hat{D} - D\| \leq \|\Delta_D\|\|C(\cdot)\|\|\Delta_B(\cdot)\|\|\Phi_A(\cdot, \cdot)\|_{L^2} 
+ \|\tilde{C}(\cdot)\|\|B(\cdot)\|\|\Delta_B(\cdot)\|_{L^2} 
+ \|\hat{C}(\cdot)\|\|B(\cdot)\|\|\Delta_B(\cdot)\|_{L^2} 
+ \|\Delta_C(\cdot)\|\|B(\cdot)\|\|\Phi_A(\cdot, \cdot)\|_{L^2}.
\]
The norm $\|\hat{D} - D\|$ can be further estimated by using $\|\tilde{C}(\cdot)\|\leq \|\tilde{C}(\cdot)\|\|B(\cdot)\|\|\Delta_B(\cdot)\|_{L^2} \leq \|\Phi_A(\cdot, \cdot)\|_{L^2} + \|\Delta_B(\cdot)\|_{L^2}$, and by using the fact that $\|\Delta_B\|_{L^2} \leq \frac{\tau}{2} \|\Delta_B\|_{\infty}$ can be made small by making $\|\Delta_B\|_{L^2}$ sufficiently small.

5 Example
As an example, we consider a periodic scalar plant
\[
\dot{x}(t) = a(t)x(t) + u(t), \quad x(0) = x_0 \in \mathbb{C}
\]
y(t) = x(t) + du(t),
where $d > 0$ and $a(\cdot) \in C_\tau(\mathbb{R}, \mathbb{C})$ with $\tau = 2\pi$ is such that
\[
a(t) = \begin{cases} 
-1 & 0 \leq t < \pi \\
2 & \pi < t \leq 2\pi.
\end{cases}
\]
The system is periodic with period $\tau = 2\pi$, and exponentially stable, since the fundamental matrix $\Phi_A(t, s) = e^{L_{a(t,s)}}$ satisfies $|\Phi_A(2\pi, 0)| = |e^{i\pi}| < 1$.

Our aim is to design a controller to achieve robust output tracking of a reference signal $y_{ref} \in C_{\tau}(\mathbb{R}, \mathbb{C})$,
\[
y_{ref}(t) = \begin{cases} 
t - \pi/2 & 0 \leq t < \pi \\
3\pi/2 - t & \pi < t < 2\pi.
\end{cases}
\]
The function $y_{ref}$ is depicted in Figure 1.

![Figure 1: The reference signal $y_{ref}$](image-url)

Our first task is to find the inverse $P(1)^{-1}$ of the transfer function of the plant at $\mu = 1$. The operators of the lifted plant are then given by
\[
Ax = \Phi_A(2\pi, 0)x = e^{-3\pi}x
\]
\[
Bu = \int_0^{2\pi} \Phi_A(2\pi, s)B(s)u(s)ds = \int_0^{2\pi} \Phi_A(2\pi, s)u(s)ds
\]
\[
(Cx)(t) = C(t)\Phi_A(t, 0)x = \Phi_A(t, 0)x
\]
\[
(Du)(t) = D(t)u(t) + C(t)\int_0^t \Phi_A(t, s)B(s)u(s)ds 
= du(t) + \int_0^t \Phi_A(t, s)u(s)ds.
\]
For $\mu \neq e^{-3\pi}$ the transfer function $P(\mu)$ is therefore determined by $u \mapsto P(1)u = y$ in such a way that for $t \in [0, 2\pi]$

$$y(t) = (P(\mu)u)(t) = (C(\mu I - A)^{-1}Bu + Du)(t)$$

$$= \frac{\Phi_A(t, 0)}{\mu - e^{-3\pi}} \int_0^{2\pi} \Phi_A(2\pi, s)u(s)ds + du(t)$$

$$+ \int_0^t \Phi_A(t, s)u(s)ds$$

$$= du(t) + \frac{1}{\mu - e^{-3\pi}} \int_0^{2\pi} K_F(t, s)u(s)ds$$

$$+ \int_0^t K_V(t, s)u(s)ds$$

where

$$K_F(t, s) = \Phi_A(t, 0)\Phi_A(2\pi, s)$$

$$K_V(t, s) = \Phi_A(t, s)$$

Computing the inverse $P(1)^{-1}$ is equivalent to finding the formula for $u \in L^2(0, 2\pi)$ such that $P(1)u = y$ for a given $y \in L^2(0, 2\pi)$. Since $d \neq 0$, this is equivalent to solving the equation

$$(7a) \quad u(t) = \frac{y(t)}{d} - \frac{1}{d(1 - e^{-3\pi})} \int_0^{2\pi} K_F(t, s)u(s)ds$$

$$(7b) \quad -\frac{1}{d} \int_0^t K_V(t, s)u(s)ds$$

on $[0, 2\pi]$. This is a Volterra–Fredholm integral equation of the second kind. The equation can be solved numerically, for example, using the Adomian decomposition method [17, Sec. 8.2.2] where we define

$$u(t) = \sum_{l=0}^{\infty} u_l(t), \quad u_0(t) = \frac{y(t)}{d}$$

$$u_{l+1}(t) = -\frac{1}{d(1 - e^{-3\pi})} \int_0^{2\pi} K_F(t, s)u_l(s)ds$$

$$-\frac{1}{d} \int_0^t K_V(t, s)u_l(s)ds.$$  

In particular, the solution $u = P(1)^{-1}y$ can be approximated using a truncated series $u(t) \approx \sum_{l=0}^{N_A} u_l(t)$ for some $N_A \in \mathbb{N}$. The choice of $K$ was made to achieve exponential closed-loop stability. The standard perturbation theory therefore implies that if $P(1)^{-1}$ is replaced with sufficiently accurate approximation, the closed-loop stability is preserved.

In this example we replace the infinite-dimensional controller in Theorem 3.1 with a finite-dimensional approximation on $\mathbb{C}^{N_Z}$ with $N_Z = 21$. The elements of the infinite-dimensional spaces $U = Y = L^2(0, 2\pi)$ are approximated with truncated Fourier series expansions

$$y(\cdot) = \sum_{|l| \leq n_Y} \langle y(\cdot), \phi_l \rangle_{L^2} \phi_l(\cdot)$$

$$u(\cdot) = \sum_{|l| \leq n_U} \langle u(\cdot), \phi_l \rangle_{L^2} \phi_l(\cdot),$$

where $\phi_l(\cdot) = \frac{1}{\sqrt{2\pi}} e^{il\cdot}$. For the simulation we chose $n_U = n_Y = 20$. The operator $K = P(1)^{-1}$ is approximated by solving (7) with the Adomian decomposition method with truncation parameter $N_A = 2$ (due to the approximations of $U$ and $Y$ it suffices to compute $P(1)^{-1}\phi_l$ for $|l| \leq 20$). Finally, we chose $\varepsilon = 0.2$.

Figure 2: The regulation error $e_k$.

Figure 3: The output $y(t)$.

Figure 4: The control input $u(t)$. 

Figure 2 depicts the simulated regulation error $e_k$ for iterations $k = 0, \ldots, 20$ with initial state $x_0 = 2$ of the plant, and with a random initial state of the controller (uniform distribution over the interval $[-1/2, 1/2]$). The real parts of the output $y(t)$ and the control law $u(t)$ are plotted in Figures 3 and 4, respectively, for $2\pi \leq t \leq 18\pi$. Due to the fact that the controller is an approximation of the infinite-dimensional
controller, the solution of the output regulation problem is not exact. However, the controller does achieve approximate tracking of the reference signal.

6 Conclusions
In this paper we have considered robust output tracking of periodic continuous-time systems. The main tools in the analysis are the lifting of the time-dependent systems to autonomous discrete-time systems, and the generalization of the internal model principle for systems with infinite-dimensional input and output spaces.

By definition, the statement of the robust output regulation problem for the lifted system allows a very wide class of perturbations in the parameters \((A(\cdot), B(\cdot), C(\cdot), D(\cdot))\) of the plant. In practical applications it may be that requiring robustness with respect to all perturbations preserving the closed-loop system is unnecessary, and instead the relevant perturbations have very specific forms. This motivates further study of the necessity of an infinite-dimensional internal model for robustness in situations where the class of admissible uncertainties is significantly smaller than the class \(\mathcal{O}\) in Definition 3.1. Theorem 3.2 which states a necessary condition for robustness of a controller with respect to any given class of perturbations is a natural starting point for gaining deeper understanding of the properties of robust controllers. In particular, possibilities for reducing the size of the internal model can be approached similarly as in the references [15, 13].

Other important topics for further research include developing suitable ways of approximating the infinite-dimensional controller. In addition, relaxing the standing assumption on the invertibility of \(P(1)\) would make the results available for a larger class of periodic systems.
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