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Abstract—The error covariance reported by an estimation is said to be consistent if it is a reliable indicator of the actual error. In this paper several types of consistency are defined, and methods for its evaluation are introduced. Mean Squared Deviation consistency is based on the Chebyshev inequality, p equivalence is based on the fact that the concentration ellipse with probability mass \( p \) must contain the actual value of the estimated parameter with probability \( p \), and Normalized Deviation Squared (NDS) consistency implies that a concentration ellipse of probability mass \( p \) contains the actual value of the estimated parameter with probability at least \( p \). Hypothesis tests for consistency evaluation are presented. The NDS consistency test is applied to WiFi localization system data in order to investigate sources of inconsistencies and adjust parameters of the system. It is shown that underestimated measurement noise is the main cause of inconsistent behavior; however, an incorrect motion model or underestimated process noise might also result in inconsistent estimates.

I. INTRODUCTION

An estimate of an unknown parameter can be represented in different ways: by a point estimate and a confidence region around it, by a point estimate and a mean squared error matrix, or by a probability distribution. It is desirable, especially for statistical sensor fusion, that the actual value of the estimated parameter falls within the confidence region of probability \( p \) that is declared by the estimate with probability at least as large as \( p \). An estimate that meets this requirement is considered to be consistent.

Any estimate can be made consistent by ad-hoc raising of its uncertainty, however this would make the estimate less informative. Thus, there is a trade-off between consistency and information content.

Consistency is an important property, especially in filtering, where the current estimate is used as a prior distribution for future estimation. If an estimate is not consistent then it is overly "optimistic" about its precision, and new measurements have too little influence. In this case the filter can "get stuck" in an erroneous state.

Several definitions of consistency and ways to evaluate it are presented in the literature. Lefebvre et al. [1] define an estimate as consistent if its covariance matrix is larger than the actual mean estimation error matrix of the estimate. Van der Heijden [2] defines consistency based on the fact that for any univariate continuous random variable \( X \) with cumulative distribution function \( F, F(X) \) has a standard uniform distribution, and transformation of multivariate random variable (RV) to multivariate standard uniform RV [3]. Bar-Shalom and Li [4] consider consistency of Gaussian estimates in particular and introduce the corresponding normalized estimation error squared (NEES) and normalized innovation squared (NIS) consistency checks: a Gaussian estimate is considered as consistent if the corresponding normalized estimation error follows a \( \chi^2 \) distribution. Scalo et al. [5] extend the NEES/NIS tests to non-linear systems and suboptimal filters (e.g., particle filter) by approximating the posterior distributions with Gaussian distributions. Nurminen et al. [6] define an estimate as 95\% consistent if the actual value of the estimated parameter falls in the 95\% concentration ellipse.

In this paper, several consistency definitions are considered, and hypothesis tests for consistency evaluation are presented. The rest of the paper is organized as follows. In Section 2 consistency and information content of the estimate are defined. In Section 3 hypothesis tests for consistency evaluation are presented. In section 4 filter consistency, and hypothesis tests for its evaluation are discussed. Practical applications are presented in Section 5.

II. CONSISTENCY AND INFORMATION CONTENT

Two important criteria that must be considered for estimator evaluation are consistency and information content. Consistency of the estimate reflects how well the estimated probability distribution of the parameters agrees with its true distribution. Information content of the estimate reflects its certainty or precision, i.e., how well the probability is concentrated.

Consistency and information content are interdependent properties of the estimate. Improving of consistency might lead to the loss of information content, and conversely, making the estimate more informative might make it inconsistent. Consistency is regarded as the more important since underestimated errors’ magnitude might badly affect stability of the filter (it might “get stuck”).

A. Consistency

There are several ways to define consistency depending on the format of the estimate uncertainty, e.g., probability distribution, covariance matrix or confidence region. In this section, two consistency definitions that have been proposed in the literature and one novel consistency definition are
1) **Consistency in Mean Squared Deviation**: Consider $N$-variate random variable $X$ with mean and covariance. The estimate of $X$ defined by $\bar{x} \in \mathbb{R}^N$ (which is not necessarily the estimated mean of $X$) and symmetric semi-definite matrix $\bar{P}$ is called consistent [1] if

$$ M \leq \bar{P}, $$

where $M = E[(X - \bar{x})(X - \bar{x})^T]$ is the mean squared deviation matrix of $X$ with respect to $\bar{x}$, and the symbol $\leq$ means that the matrix difference $\bar{P} - M$ is a positive semi-definite matrix. Both $M$ and $\bar{P}$ are assumed to be nonsingular.

If (1) holds then

$$ \forall \epsilon > N : \Pr\{(X - \bar{x})^T \bar{P}^{-1} (X - \bar{x}) \leq \epsilon\} \geq \Pr\{(X - \bar{x})^T M^{-1} (X - \bar{x}) \leq \epsilon\} $$

Moreover, according to the modified Chebyshev’s inequality [7]

$$ \forall \epsilon > N : \Pr\{(X - \bar{x})^T M^{-1} (X - \bar{x}) \leq \epsilon\} \geq 1 - \frac{N}{\epsilon}. \quad (2) $$

Therefore, consistency in mean squared deviation implies that

$$ \forall \epsilon > N : \Pr\{(X - \bar{x})^T \bar{P}^{-1} (X - \bar{x}) \leq \epsilon\} \geq 1 - \frac{N}{\epsilon}. \quad (3) $$

i.e. the probability of deviation of the actual parameter from its estimate agrees with the theoretical lower bound given by Chebyshev’s inequality.

2) **$P$ Equivalence**: $\bar{X}$ is a $p$ equivalent estimate of $X$ if

$$ \exists \epsilon > 0 : \Pr\{(X - \bar{x})^T \bar{P}^{-1} (X - \bar{x}) \leq \epsilon\} = \Pr\{(\bar{X} - \bar{x})^T \bar{P}^{-1} (\bar{X} - \bar{x}) \leq \epsilon\} = p $$

$p$ equivalence is a straightforward generalization of the consistency definition given in [6], where an estimate is said to be 95% consistent if the actual value of the estimated parameter falls inside the 95% concentration ellipsoid. Requirement (4) implies that the concentration ellipse of $\bar{X}$ containing probability mass $p$ contains the same probability mass of $X$.

3) **Normalized deviation squared consistency**: An $N$-variate random variable $\bar{X}$ with mean $\bar{x} \in \mathbb{R}^N$, and covariance matrix $\bar{P}$ is a normalized deviation squared (NDS) consistent estimate of $N$-variate random variable $X$ if

$$ \forall \epsilon > 0 : \Pr\{(X - \bar{x})^T \bar{P}^{-1} (X - \bar{x}) \leq \epsilon\} \geq \Pr\{(\bar{X} - \bar{x})^T \bar{P}^{-1} (\bar{X} - \bar{x}) \leq \epsilon\} $$

NDS consistency implies that the concentration ellipse of any probability mass of $\bar{X}$ contains a larger or equal probability mass of $X$.

### B. Information content

Information content reflects how certain the estimation is about the parameter: the higher the certainty of the estimate, the more valuable is its information. Information content is proportional to the inverse of the covariance matrix of an estimate. In the scalar case, the smaller the posterior’s variance is, the more certain is the estimation.

It is possible to make an estimate consistent by increasing its covariance, but this would reduce the informativity of the estimation. It is advantageous to make the estimate as informative as possible and at the same time to preserve consistency. This means that the inequalities (1) and (5) in the consistency definitions should be as close to equalities as possible. In the case of mean squared deviation consistency, an estimate defined by $\bar{x}$ and $\bar{P}$ is most informative and yet consistent in mean squared deviation if $P = M$. In the case of NDS consistency, an estimate $\bar{X}$ is most informative and yet NDS consistent if (5) becomes an equality.

### III. Filter consistency

A filter can be considered as consistent if it provides consistent system state estimates. In order to check whether consistency requirements are met, the actual distributions of the system states are needed. In a practical application the only information about the true distribution is provided by a sample drawn from it, which is the actual state of the system. For example, in a field test setting these samples are obtained using additional high-accuracy reference measurement systems. If only a sample is available, hypothesis testing can be used to evaluate the consistency of the estimate, with the null hypothesis $H_0$ being “The estimate is consistent”, and the test statistic being a function of the sample. In filtering, the estimated state is changing in time, and for each time step it is possible to get a sample whose size rarely exceeds 1. In order to increase the power of the hypothesis test, instead of considering one estimate at a time, several consecutive estimates and their respective samples (actual states) are considered for consistency evaluation.

In the following we consider system states at $M$ (not necessarily different) times modeled as $N$-variate random variables $[X_1,...,X_M]$, state estimates $[\bar{X}_1,...,\bar{X}_M]$ with known probability distributions, respective means $[\bar{x}_1,...,\bar{x}_M]$ and covariance matrices $[\bar{P}_1,...,\bar{P}_M]$ provided by the filter, and true states $x_1,...,x_M$ which can be considered as realizations of $[X_1,...,X_M]$. We assume that $x_1,...,x_M$ are independent realizations of $[X_1,...,X_M]$ even though they are correlated. This is done in order to increase the power of the hypothesis test without increasing the number of filter runs. Another solution is to use consecutive estimates that are several steps apart so that they are almost uncorrelated or to generate several independent filter runs as proposed in [4].
A. Mean Squared Deviation filter consistency

Let $H_0$ be the null hypothesis stating that estimates $[\hat{X}_k, \ldots, \hat{X}_M]$ given by the filter are consistent in mean squared deviation. Choose $\epsilon > N$ and define test statistics $U$ as

$$U = \sum_{k=1}^{M} U_k,$$

$$U_k = \begin{cases} 1, & \text{if } (X_k - \bar{x}_k)^T \hat{P}_k^{-1}(X_k - \bar{x}_k) \leq \epsilon \\ 0, & \text{otherwise} \end{cases}$$

If $H_0$ is true then according to (3)

$$\Pr\{ (X_k - \bar{x}_k)^T \hat{P}_k^{-1}(X_k - \bar{x}_k) \leq \epsilon \} \geq 1 - \frac{N}{\epsilon},$$

and $U$ is a sum of $M$ independent Bernoulli random variables with probabilities of success $p_k \geq 1 - \frac{N}{\epsilon}$. It follows that $U$ has a Poisson Binomial distribution since probabilities of success are not equal; this fact complicates estimation of $P(U = k)$. However, taking into account that $p_k \geq 1 - \frac{N}{\epsilon}$, if $k$ is such that

$$1 - \frac{N}{\epsilon} \geq \frac{k}{M},$$

it is intuitively clear that

$$\Pr\{U = k\} \leq \binom{M}{k} \left(1 - \frac{N}{\epsilon}\right)^k \left(\frac{N}{\epsilon}\right)^{M-k}.$$

Thus, for given significance level $\alpha$ the critical region for $U$ can be defined as $r = [0, \ldots, K]$, where $K$ is the largest value from $[0, M]$ for which

$$\sum_{k=0}^{K} \binom{M}{k} \left(1 - \frac{N}{\epsilon}\right)^k \left(\frac{N}{\epsilon}\right)^{M-k} \leq \alpha$$

and

$$1 - \frac{N}{\epsilon} \geq \frac{K}{M}.$$ 

If $U$ falls inside the critical region $r$, the hypothesis that estimates are consistent in mean squared deviation can be rejected at significance level $\alpha$.

1) $p$ equivalence: Let $H_0$ be the null hypothesis stating that estimates $[\hat{X}_1, \ldots, \hat{X}_M]$ are $p$ equivalent. Choose $\epsilon_k > 0$ such that

$$\Pr\{ (X_k - \bar{x}_k)^T \hat{P}_k^{-1}(X_k - \bar{x}_k) \leq \epsilon_k \} = p, k \in \{1, \ldots, M\},$$

and define test statistic $U$ as

$$U = \sum_{k=1}^{M} U_k,$$

$$U_k = \begin{cases} 1, & \text{if } (X_k - \bar{x}_k)^T \hat{P}_k^{-1}(X_k - \bar{x}_k) \leq \epsilon_k \\ 0, & \text{otherwise} \end{cases}$$

If $H_0$ is true then according to (4)

$$\Pr\{ (X_k - \bar{x}_k)^T \hat{P}_k^{-1}(X_k - \bar{x}_k) \leq \epsilon_k \} = \Pr\{ (\hat{X}_k - \bar{x}_k)^T \hat{P}_k^{-1}(\hat{X}_k - \bar{x}_k) \leq \epsilon_k \} = p.$$ 

and $U$ is a sum of $M$ independent Bernoulli random variables with probability of success equal to $p$, i.e. it has a Binomial distribution. Therefore, for given significance level $\alpha$ the two sided critical region for $U$ can be defined as $r = [0, \ldots, K_1] \cup [K_2, \ldots, M]$ such that

$$\Pr\{U \in r\} = \sum_{k \in r} \binom{M}{k} p^k (1 - p)^{M-k} \leq \alpha.$$ 

The $p$ equivalence hypothesis test with two sided critical region for $U$ checks both consistency and information content of the estimate. If $U$ falls into the left part of the critical region, estimates are not $p$ consistent; if $U$ falls into the right part of the critical region, estimates are consistent but uninformative.

B. Filter NDS consistency

1) NDS consistency: Let $H_0$ be the null hypothesis stating that estimates $[\hat{X}_1, \ldots, \hat{X}_M]$ are NDS consistent. Define test statistics $U$ and $\bar{U}$ as

$$U = \sum_{k=1}^{M} U_k, \quad \bar{U} = \sum_{k=1}^{M} \bar{U}_k,$$

where

$$U_k = (X_k - \bar{x})^T \hat{P}_k^{-1}(X_k - \bar{x}),$$

$$\bar{U}_k = (\hat{X}_k - \bar{x})^T \hat{P}_k^{-1}(\hat{X}_k - \bar{x}).$$

If $H_0$ is true then from (5) it can be shown (see [8]) that

$$\forall \epsilon_k > 0 \Pr\{U_k \leq \epsilon_k\} \geq \Pr\{\bar{U}_k \leq \epsilon_k\},$$

and

$$\forall \epsilon > 0 \Pr\{U \leq \epsilon\} \geq \Pr\{\bar{U} \leq \epsilon\}.$$ 

Therefore, for given significance level $\alpha$, a critical region for $U$ can be defined as $r = [\epsilon_1, +\infty)$, such that

$$\Pr\{U \in r\} \leq \Pr\{\bar{U} \in r\} \leq \alpha,$$

This $r$ can be calculated based on the distributions of $X_1, \ldots, X_M$. If $U$ falls inside $r$, the null hypothesis $H_0$ can be rejected at significance level $\alpha$.

IV. Practical applications

A. Consistency tests for suboptimal filters

The Kalman filter provides the exact optimal solution of the estimation problem when the system is linear and noises are Gaussian. When linear Gaussian assumptions hold NEES/NIS consistency tests [4] should be used for filter consistency evaluation. However, in practical applications systems are usually non-linear and noises are not necessarily Gaussian. To solve such kinds of problems suboptimal filters are used, e.g. Extended Kalman Filter or Linear Regression Kalman Filter, or non-linear systems are approximated by linear Gaussian system and Kalman Filter algorithm applied to them. Such algorithms estimate the state of the system by Gaussian random variables even though the actual distribution of the state is not necessarily Gaussian. In this case the hypothesis tests for $p$ equivalence or NDS consistency can
be used. When the estimate is provided in the form of a Gaussian random variable, the NDS consistency test is almost the same as the NEES consistency test. However, in the NDS consistency test the true posterior distribution is not assumed to be Gaussian, whereas the NEES test assumes that both estimated and actual distributions are Gaussian. Moreover, the NDS consistency test as well as the mean squared deviation and equivalence tests make only mild assumptions about the estimated posterior distribution, and require only calculation of test statistics that can be done at least numerically. This makes the proposed tests applicable to different types of distribution and to different filtering algorithms such as particle filters and Grid based filters.

In this section we apply consistency tests to a WiFi based Indoor Localization system. We use constant velocity model as a motion model of a user, and vectors of position derived from wireless signals are used as a measurements of the user position. Process and measurement noises are approximated as Gaussian and a Kalman filter is used to compute the posterior distribution of user position.

**B. System model**

Let \( x_k \) be the state of the system at time \( t_k \), \( y_k \) a measurement of the state at time \( t_k \), and \( \triangle t_k \) the time difference between consecutive time moments. In constant velocity (CV) model, the state evolves according to the state transition equation

\[
x_k = F x_{k-1} + w_{k-1},
\]

where

\[
F = \begin{bmatrix}
1 & \triangle t_k & 0 \\
0 & 1 & \triangle t_k \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}
\]

and \( w_{k-1} \) is a zero mean Gaussian white noise with covariance matrix

\[
Q = \begin{bmatrix}
\frac{\triangle t_k^2}{2} Q_c & \frac{\triangle t_k^2}{2} Q_c \\
\frac{\triangle t_k^2}{2} Q_c & \triangle t_k Q_c
\end{bmatrix}
\]

and \( Q_c = \begin{bmatrix}
\sigma_{Lat}^2 & 0 \\
0 & \sigma_{Lon}^2
\end{bmatrix} \)

is a so-called diffusion of the Brownian motion process [4].

In our system single WiFi-based position fixes are used as measurements of the state; the measurement equation is

\[
y_k = H x_k + v_k
\]

where \( H = [I_{2\times2} \ 0_{2\times2}] \) and \( v_k \) is a zero mean white Gaussian measurement noise with covariance matrix \( R \). Process and measurement noises are independent.

**C. Linear system with non-Gaussian noises (real data)**

Consider \( T = 804 \) real consecutive positions of a user moving indoors, and corresponding position estimates made by a WiFi positioning system. It is reasonable to assume the CV motion model and use a Kalman filter in this case even though the user does not always move with a constant speed and can make abrupt turns or stops, i.e. the actual process noise is not Gaussian. Also measurement noise is not Gaussian due to various factors affecting WiFi signal propagation.

In order to ensure that the Kalman filter is consistent, matrices \( Q_c = q^2 \cdot I_{2\times2} \) and \( R = r^2 \cdot I_{2\times2} \) must be appropriately scaled so that process and measurement noises are sufficiently large to compensate for motion modeling and measurement errors. Here we use simple assumptions about noise covariance matrices, i.e. latitude and longitude errors are uncorrelated and have equal variances.

In order to investigate the impact of measurement and process noise on consistency of the estimation, user positions are estimated using different values of parameters \( q \) and \( r \), and consistency of the estimates is evaluated with the NDS consistency test. Test statistic \( U \) is calculated based on the series of 3 estimates that are 5 time instances apart, in this case estimates are almost uncorrelated and fulfill our assumptions. The reason to take According to III-B.1, the critical region for \( U \) can be set based on the \( \chi^2_1 \) distribution. We use significance level \( \alpha = 0.1 \) and set the critical region to \( r = [18.5, +\infty) \). If \( U \in r \), the filter is declared to be inconsistent.

In Table I the ratio of NDS consistent estimates for different process and measurement noises is presented. Filters for which the ratio of consistent estimates is larger than \( 1 - \alpha \) can be considered as NDS consistent in general. As seen from the figure, filter consistency is mainly influenced by the magnitude of the measurement noise, whereas process noise does not have noticeable impact. This indicates that consistency of the estimates largely depends on the correct modelling of the measurement noise. In Fig. 1 the empirical cumulative distribution function of normalized squared estimation error \( F_{NDS} \) and \( F_{\chi^2_1} \), which is the cumulative distribution function of normalized squared error according to the Kalman filter, are plotted for different measurement noise levels (\( q = 0.9, r \in \{2, \cdots, 4\} \)). If \( r \leq 2 \), \( F_{NDS}(u) \) is smaller.
than $F_{\chi^2_{1}}(u)$, i.e. the filter does not behave NDS consistently. If $r \geq 4$, $F_{\text{NDS}}(u)$ is greater than $F_{\chi^2_{4}}(u)$, i.e. the filter is NDS consistent. For $r = 3$, $F_{\text{NDS}}(u)$ is approximately equal to $F_{\chi^2_{4}}(u)$ and filter can also be accepted as consistent. This complies with the empirical measurement noise covariance approximately equal to $9_{2 \times 2}$. It should also be mentioned that for large $r$ the filter is less informative for confidence regions of probability $p < 0.9$, for example when $r = 4$ the 68% concentration ellipses declared by the filter actually contain about 90% of the estimates, however this still conforms with the definition of NDS consistency.

D. Consistency of predicted measurement

In the course of state estimation most of the filters implicitly predict a future measurement based on predicted state and measurement model of the system. Measurement estimates provided by the filter must be consistent with the actual received measurements.

If linear Gaussian assumptions hold and a Kalman filter is used, NIS test [4] should be used for checking consistency of the predicted measurement. If the system is non-linear and a suboptimal filter is used, the consistency of measurement prediction can be checked with NDS consistency or $p$ equivalence tests.

Consistency of the measurement estimate is highly correlated with consistency of the state estimate and might be a good indicator of abnormal filter behavior.

An important advantage of predictive measurement consistency testing is that it does not require any information about the true state of the system and only requires actual measurements that are always available. Hence, it can be used on-line in order to adjust filter parameters such as uncertainties of process and measurement noises. However, if the assumed measurement noise is not consistent with the actual measurement noise, consistency of predictive measurements does not necessarily indicate consistency of state estimates.

V. Conclusion

The proposed NDS consistency test is able to detect inconsistent behavior when the noise intensity parameters are not sufficiently large. It is effective in off-line consistency evaluation and adjustment of system noises. Moreover it makes only minor assumptions about the system compared to the state of the art methods.
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