Fixed-pattern noise suppression in low-sensing environment of Time-of-flight devices
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Abstract—In this paper, we emphasize the importance of fixed-pattern noise (FPN) that occurs in Time-of-Flight (ToF) devices that operate in the so-called low-sensing environment. We propose a method for designing FIR filters that can be used for suppressing the FPN. We illustrate by means of two experiments the importance of dealing with the FPN, before conventional denoising algorithms are applied.
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I. INTRODUCTION

In recent years there is a reviving interest in active range sensing devices based on the Time-of-flight (ToF) principle [1, 2, 3]. In such devices the range is estimated by measuring the time required for a light signal to illuminate a scene and “travel back” to the sensor. However, ToF devices still have low resolution (e.g. 204x204 pixels) and high power consumption [2]. The demand for low power is especially important when ToF sensors need to be integrated in power-constrained (e.g. mobile) devices. In the case the power of the light emitted by the ToF device is lowered, the device is said to be working in low-sensing mode. For such mode, high measurement errors are possible for objects (areas) of low reflectivity [3, 4, 5, 6] and a post-capture denoising is required. There is a relation between the measured amplitude, which quantifies the reflectivity of objects and the error in distance measurements [5, 6]. In situations when the ToF device is forced to work in low-sensing mode, the amplitude is quite low and the distance measurements are more erroneous. Still, the reflectivity information can be utilized for effective post-capture denoising [7, 8, 9, 10]. After it, the range data appears within the error limits as it was captured in normal-operating mode.

In our earlier works, we have observed that the performance of the denoising methods is quite much influenced by the presence of noise component, characterized as fixed-pattern noise (FPN), similarly to phenomena in other 2D imaging devices [5, 11, 12, 13]. Such noise component has to be suppressed by proper linear filtering before a more dedicated denoising algorithm can be efficiently applied.

In this paper, we analyze the influence of FPN on ToF data denoising in more detail. We quantify the performance of several modern denoising algorithms [14, 15, 16, 17, 18], specifically selected since they have been used in similar applications [7, 17, 19, 20, 21]. Our experiments show that the performance of those methods is highly prone to artifacts caused by FPN. We also show that tackling FPN by properly designed suppressing filters leads to considerably better denoising results.

II. TIME-OF-FLIGHT SENSING PRINCIPLE

A ToF range-sensing device has four main modules: a beamer, an electronic light modulator, a sensor chip and a discrete correlator. The light modulator produces a continuously modulated harmonic signal, which is emitted by the beamer. The latter is composed of light-emitting diodes (LED), which operate in the near-infrared wavelength region (~850 nm). The sensor chip is composed of sensing elements forming a discrete matrix offering certain spatial resolution just like other imaging sensors. When the emitted light illuminates the scene objects, the sensor chip senses the reflected signals by collecting charges at the sensing elements during a selected integration time \( T_p \). The phase-delay \( \phi \) between the emitted and the reflected signals at each pixel depends on the distance to the corresponding area of the scene. It is measured at the discrete correlator for several successive measurements (samples) \( R_n(n=1,2,...,N,N\geq4) \) taken at equal intervals within the same modulated period:

\[
A = \frac{2}{N} \sum_{n=0}^{N} R_n e^{-j \frac{2\pi n^2}{N}}, \quad \phi = \arg \left( \sum_{n=0}^{N} R_n e^{-j \frac{2\pi n^2}{N}} \right),
\]

where \( A \) is the modulation amplitude, and \( j \) is the imaginary unit. The sensed distance \( D \) is proportional to the phase, while the variance of distance measurements \( \sigma_D^2 \), being measure of their accuracy, is proportional to the square inverse of the amplitude (c.f. Fig. 1):

\[
D \propto \frac{\phi}{4\pi c_D}, \quad \sigma_D^2 \propto \left( \frac{1}{A^2} \right) \sigma_D^2 \sim \frac{\lambda}{2A^2},
\]

where \( f \) is the frequency of the emitted signal, \( c_D \) is the speed of light through dry air and \( \lambda \) is tuning parameter [5, 6].

A. Low-sensing environment

While working in normal mode, i.e. when the illumination from the beamer is sufficient, the measured distances are quite precise. Scenes with low reflectance, ambient light, and surfaces causing multi-path reflectance are the general sources of measurement errors. To this end, for the sake of miniaturization and low power consumption, the device might be forced to work in low-sensing mode. This would impose
requirements for limited beamer size, decreased number of LED elements, and shorter integration times. For such mode, the noise becomes a dominant problem, which needs to be tackled properly. The case is illustrated in Figs. 1,2,3.

Fig. 1 plots variances of measured distances $\sigma_\delta^2$ against the measured amplitudes in a Monte Carlo type of measurement experiments. A fitted curve validates Eq. (2). An amplitude threshold can define the low-sensing operating range (e.g. $A<300$ units). Depth maps sensed in low-amplitude conditions are shown in Fig. 3, for varying integration times $I_f$ = [200,100, 50] $\mu$s in comparison to normal operating mode of $I_f$=2000 $\mu$s. The figures illustrate the need of proper denoising procedure to be applied to the calculated distance maps in a post-capture stage – for more details see [5, 6, 7, 8, 9, 10].

B. Fixed-pattern noise

Every light-capturing device with digital sensor (CCD or CMOS) is influenced by spatially-related offset mask called Fixed-pattern noise (FPN) [11, 12]. In the case of ToF sensors, FPN appears as stripes of brighter or darker intensity across the image pixels (c.f. Figs 3a,3b, zoom in PDF file). The reason of such noise can be explained by the structural non-uniformities of inputs-outputs of sensing elements. Those are defined as different operation limits of sensing elements to discharge data of low or oversaturated value charges [5, 11, 12, 13]. Consequently, the noise behavior will be observed in the direction of discharging flow process and it will appear as periodic “column-wise” or “row-wise” stripes. Although referred as “fixed”, the noise behavior changes during exploitation time due to the sensor wearing out. This means that certain easy-to-implement filtering mechanism should exist that could adapt for possible changes in the nature of FPN.

Although visible, for ToF devices, the FPN is not considered important for default operating mode (when $A$ is higher than the low-sensing threshold) [5]. As shown in [5], the influence of such noise is usually below the resolution error, which can be faded further effectively by flat-field correction mechanism. The role of FPN starts to appear important, when the ToF device is used in a low-sensing environment. In such case, the noise levels start to be comparable to the sensed signal, which makes the FPN dominant over the mixture of information signal and spatially-varying noise (c.f. Figs. 3a, 3b). Since FPN creates kind-of a periodic pattern, denoising algorithms consider this pattern as a ‘true’ signal and amplify its presence thereby diminishing the importance of true (but noisy) data, thus introducing high-error measurement artifacts. The above discussion emphasizes the importance of properly handling such noise for denoising of data recorded in low-sensing environment.

Fig. 1. Empirical dependence between amplitude and variance of distance measurements for a ToF device (CamCube 2.0) in low-sensing environment.

Fig. 2. Modalities in normal sensing mode (CamCube 2.0). (a) Pseudo-color noise-free depth map. (b) Reflectance map (amplitude A). (c) Color scene. (d) Histogram of amplitudes.

Fig. 3. Depth and amplitude modalities of CamCube 2.0 in low-sensing modes simulated by short integration time $I_f$, from left to right $I_f$ = 50 $\mu$s, 100 $\mu$s, 200 $\mu$s. Top row: range data maps; mid row: amplitude maps; bottom row: amplitude histograms.
III. DESIGN OF FILTERS FOR REMOVAL OF FPN

As discussed in the previous section, data obtained from a ToF sensor operating in a low-sensing environment is contaminated with two types of noises, namely, spatially-varying noise with Gaussian distribution and FPN. For removing the former, various denoising algorithms can be used (e.g. BM3D [15], NLM [14]) as it will be demonstrated in Section IV. However, in order to obtain good denoising results, before applying a suitable denoising algorithm, the FPN noise has to be removed from the data. In this paper, this is done by means of custom designed notch-type linear-phase finite impulse response (FIR) filters. The design of such filters is described in the rest of this section.

A. Filter specifications

Based on the analysis of sensor data, there are two sets of requirements that a filter for removing the FPN should satisfy. First, as determined by the sensor data (see Fig. 3), the FPN present in the data has two dominant frequencies, namely, $\omega_1 = 2/3\pi$ and $\omega_2 = \pi$. Both of those have to be removed (suppressed). Second, the rest of the data (all other frequencies) should be preserved as well as possible since introduction of variation across frequencies would change the useful content of the data (depth information) and it would modulate the present spatially-varying Gaussian noise, making proper denoising a very difficult (even impossible) task. Following those two sets of requirements, a filter for removal of FPN should satisfy, as illustrated in Fig. 4(a), the following notch-type frequency domain specifications:

$$
|D(e^{j\omega})| = \begin{cases} 
1 & \text{for } \omega \in X \\
0 & \text{for } \omega = 2/3\pi, \pi 
\end{cases}
$$

With region $X$ defined as $X = [0, \omega_{p2}] \cup [\omega_{p3}, \omega_{p4}]$.

![Diagram of D(e^j\omega)](image)

Fig. 4. (a) Desired filter specifications and (b) fixed zeros of filter $H(z)$.

It should be emphasized that in ideal case, the transition bands around $2/3\pi$ and $\pi$ should be as small as possible, but as it is well known in filter design, from practical perspective they have to be reasonably wide in order to be able to design filters with small passband ripples. Furthermore, for reducing the influence of the filter on the sensor data (e.g. introducing nonlinearity in the phase), we limit ourselves to linear-phase FIR filters. Such filters are relatively easy to design and implement, have a linear phase, and, as it will be seen, can achieve satisfactory performance in the task on hand.

B. Filter design approach

Based on the requirements listed in the previous section, we consider the following design problem: For a given filter order $N$ and region of interest $X$, determine the unknown filter coefficients $h[n]$ of a linear-phase filter with transfer function $H(z) = \sum_{n=0}^{N} h[n]z^{-n}$ to minimize $\delta$ such that

$$
1 - \delta \leq |H(e^{j\omega})| \leq 1 + \delta \ \text{for } \omega \in X
$$

For solving this problem efficiently, the filter transfer function is first decomposed into three parts as

$$
H(z) = A_1(z)A_2(z)G(z)
$$

with

$$
A_1(z) = 1 + z^{-1} + z^{-2}
$$

$$
A_2(z) = 1 + z^{-1}
$$

$$
G(z) = \sum_{n=0}^{N_G} g[n]z^{-n}
$$

and $N_G = N - 3$. The functions $A_1(z)$ and $A_2(z)$ are the transfer functions of a zero pair at $\pm 2/3\pi$ (red zeros in Fig. 4(b)) and a zero at $\pi$ (green zero in Fig. 4(b)), respectively. The corresponding zero-phase frequency responses of those three transfer functions can be expressed as $[22], [23]$

$$
A_1(\omega) = 1 + 2\cos(\omega)
$$

$$
A_2(\omega) = 2\cos(\omega/2)
$$

$$
G(\omega) = \left\{ \begin{array}{ll}
g \frac{N_G}{\pi} + 2 \sum_{n=1}^{N_G/2} & g \left[ \frac{N_G-n}{2} - \frac{1}{2} \right] \cos(n\omega) \text{ for } N_G \text{ even} \\
2 \sum_{n=1}^{N_G/2} & g \left[ \frac{N_G-1-n}{2} - \frac{1}{2} \right] \cos\left( (n+1) \frac{\omega}{2} \right) \text{ for } N_G \text{ odd}
\end{array} \right.
$$

Since $A_1(\omega)$ and $A_2(\omega)$ are fixed, this leaves only the values $g[n]$ for $n = 0, 1, ..., \lfloor N_G/2 \rfloor$ as free variables for optimization. It should be pointed out, that in this design we do not have a classical stopband — that part is taken care by fixed zeros incorporated in the design.

In this paper we use the Remez multiple exchange algorithm for determining the values of $g[n]$ [22], [24]. In the general case, the Remez algorithm can be used for finding filter coefficients of $G(\omega)$ such to minimize

$$
e = \max_{\omega \in X} |E(\omega)|
$$

with

$$
E(\omega) = W(\omega)(G(\omega) - D(\omega)),
$$

where $W(\omega)$ is the weighting function and $D(\omega)$ is the desired value of the designed filter in the region of interest $X$. Taking into account the desired values for $H(e^{j\omega})$ as given by (3) and the relation between $H(\omega)$ and $G(\omega)$, in the case under consideration the weighting function and the desired value has to be modified in the design as (see [22] for details)

$$
W(\omega) = 1/|A_1(\omega)A_2(\omega)|
$$

$$
D(\omega) = |A_1(\omega)A_2(\omega)|.
$$

The Remez algorithm evaluates the values of $g[n]$ that minimize the error function (6). Based on (5), the filter values $h[n]$ for $n = 0, 1, ..., N$ can be easily obtained by convolving $G(z)$ with $A_1(z)$ and $A_2(z)$.

C. Designed filters

A filter designed with the method proposed in the previous section, has different spatial and frequency domain properties depending on the selected filter order and the passband edges. It is obvious that filters of higher order and wider transition bandwidths have a smaller ripple in passbands, but at the same
time they have higher ringing effects in the spatial domain and remove more of the useful information. Since it is not obvious what the best choice of filter for the removal of FPN for sensors under consideration is, we designed a family of filters having various orders and passband edges. The idea is to test all these filters (see Section IV) on artificial and real sensor data and then select ones that perform best. Moreover, although the passband edges can be freely chosen, we noticed that it is beneficially to choose them such that all transition bandwidths are equal, that is,

$$\omega_{p1} = 2/3\pi - \rho\pi$$
$$\omega_{p2} = 2/3\pi + \rho\pi$$
$$\omega_{p3} = \pi - \rho\pi$$

with $\rho \in [0,1/6]$ being a parameter determining the transition bandwidth (values larger than $1/6$ result in $\omega_{p2} > \omega_{p3}$ and as such are not practical).

The obtained passband ripples for filters with various filter orders and transition bandwidths, considered in this paper for FPN removal, are shown in Fig. 5. Moreover, as an example, the frequency response of a designed filter ($N = 41, \rho = 0.1$) is given in Fig. 6.

Three comments regarding the designed filters: First, for the same passband performance, a filter with even order must be around 10 orders higher than an odd order filter. The reason for this is in the fact that an even order filter will have, due to its properties [23], two zeros at $\omega = \pi$ instead of one, thereby making the passband optimization more challenging. Second, an odd order filter introduces a half step delay after filtering – this might be a problem when interpreting the depth data. Therefore, also even order filters are considered here although they are not as efficient as odd order ones (passband properties v.r.t. filter order). Third, in the design we assume identical passband ripples in both bands. From the design perspective it is possible to have different ripples in each band – the benefits / drawbacks of that will be studied in future work.

![Fig. 5. Performance of designed filters. (a) Odd filter orders. (b) Even filter orders](image)

![Fig. 6. Magnitude response of a filter with $N = 41$ and $\rho = 0.1$](image)

IV. EXPERIMENTAL RESULTS

A. Experimental setup

We apply the proposed filtering solution in two scenarios. In the first scenario, we use a synthetically created scene that is rich in objects of fine details, edges, and contours situated in maximum depth range of typical ToF device $D \in [0, 7.5]$ m. We simulate distance measurement error in low-sensing environment, i.e. for $A \in [0, 300]$ units, following the model in Fig. 1. [5, 6]. This is rather an extreme case, which rarely can happen in reality. However, it is an instructive setting for testing the proposed FPN suppression approach (c.f. Fig. 7).

The second scenario considers a real-case experimental setup. It includes a captured scene where the relative object position to camera is kept unchanged, but the sensing conditions are varied by changing the sensor operational parameters (c.f. Fig. 3). Default camera capturing settings and integration time of 2000 $\mu$s has been set to model normal sensing conditions (i.e. amplitude confidence ensuring measuring error smaller than specified for the device). We have prepared Ground Truth (GT) images by averaging 200 consecutively captured frames (c.f. Fig. 2). The testing scene is formed by planar objects facing frontally the camera, and placed at various depth positions. The objects are made from materials of different reflection or painted in different color textures. We model the varying sensing environment by decreasing the integration times for capturing raw samples within the range $50\sim200$ $\mu$s (cf. Fig. 3). For each integration time, Table II lists the percentage of pixels which amplitudes $A$ are below the low-sensing threshold (LOW) for this ToF device and pixels with no informative value (IMP) regarded as impulsive noise.

The following denoising methods have been implemented and tested: Non-local Means (NLM) [14], Block matching over 3D (BM3D) [15], sliding DCT (sDCT) [16, 19], cross-bilateral filtering with depth hypothesis (HyBi) [17], and Local polynomial approximation by an intersection of confidence intervals (LPA-ICI) [18, 20]. The denoising performance is made with respect to PSNR calculated according to $D_{MAX} = 7.5$m as follows:

$$MSE = \frac{1}{N_p} \sum_{x \in \Omega_p} (D(x) - \hat{D}(x))^2, \text{PSNR}[dB] = 20\log_{10}\left(\frac{D_{MAX}}{MSE}\right)$$

B. Synthetic data experiments

This experiment allows “offline” performance testing of a ToF device working in a low-sensing environment. We test the filters for FPN removal, denoising methods, and optimize adaptive post-filtering stage against particular FPN influence. We demonstrate such “offline” testing scenario for low-sensing environment of PMD Tech CamCube 2.0 camera [2] and apply expected FPN [5, 6] for $\omega_{FPN} = [1, 2/3]\pi\times\pi$ with intensity corresponding to the sensed amplitude $A$:

$$D_{FPN} = D + D\cos(\omega_{FPN}) (\alpha \omega^\beta + \gamma),$$

where $\alpha = -3.966, $ $\beta = 0.012$, $\gamma = 5.25$. This ensures that the added FPN is 25% of the signal value for very low-sensed signals and less than 5% for signals above the low-sensing environment. Since the FPN is more dominant for very low-
sensed signals, the filtering process can be adapted in a manner that filtered output $D_f$ and original data input $D_{FPN}$ are fused in certain normalized fraction ($\delta_a$, $1-\delta_a$) according to signal amplitudes $A$:

$$D_{ADM} = \delta_a D_f + (1-\delta_a)D_{FPN}.$$  

(11)

This helps in preserving data edges. For very low amplitudes ($A \leq 70$), $\delta_a = 1$, while for the range of amplitudes [70, 350], it decreases linearly between 1 and 0.2. In Fig. 9 we provide results for proposed filters depicted in Fig. 5. We also give results for few of them in Table I. From Fig. 8 and Table I we demonstrate that FPN can be effectively suppressed, resulting in a 5-6 dB improvement of the denoising performance (e.g. NLM method).

### TABLE I. FPN filtering performance on synthetic data

<table>
<thead>
<tr>
<th>${\text{order, } \rho}$</th>
<th>Denoised results for NLM method[14]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(not filtered, filtered, adaptive) [dB]</td>
</tr>
<tr>
<td></td>
<td>with FPN(24.51dB)</td>
</tr>
<tr>
<td>[20, 0.14]</td>
<td>(25.28, 25.78, 31.45)</td>
</tr>
<tr>
<td>[28, 0.13]</td>
<td>(25.28, 29.32, 31.33)</td>
</tr>
<tr>
<td>[40, 0.09]</td>
<td>(25.28, 29.04, 31.10)</td>
</tr>
<tr>
<td>[17, 0.14]</td>
<td>(25.28, 28.35, 30.44)</td>
</tr>
<tr>
<td>[31, 0.14]</td>
<td>(25.28, 28.29, 30.43)</td>
</tr>
<tr>
<td>[41, 0.12]</td>
<td>(25.28, 28.15, 30.26)</td>
</tr>
</tbody>
</table>

### TABLE II. Denoising results for real-case data

<table>
<thead>
<tr>
<th>Method</th>
<th>$I_f$=50μs [PSNR]</th>
<th>$I_f$=100μs [PSNR]</th>
<th>$I_f$=200μs [PSNR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW, IMP[%] 100, 11</td>
<td>(19.3, 21.3)</td>
<td>(22.5, 24.3)</td>
<td>(26.3, 27.6)</td>
</tr>
<tr>
<td>No denoising</td>
<td>(22.1, 26.7)</td>
<td>(27.3, 30.4)</td>
<td>(32.8, 35.3)</td>
</tr>
<tr>
<td>NLM[14]</td>
<td>(20.8, 25)</td>
<td>(23.6, 28.4)</td>
<td>(28.7, 32.4)</td>
</tr>
<tr>
<td>HypBi[17]</td>
<td>(24.6, 28.8)</td>
<td>(28.9, 31.8)</td>
<td>(33.8, 35.1)</td>
</tr>
<tr>
<td>LPA-ICE[18]</td>
<td>(24.3, 28.4)</td>
<td>(28.8, 31.4)</td>
<td>(32.9, 35.4)</td>
</tr>
<tr>
<td>BMID[15]</td>
<td>(24.4, 26.4)</td>
<td>(26.2, 27.9)</td>
<td>(27.8, 28.1)</td>
</tr>
<tr>
<td>sDCT[16]</td>
<td>(24.4, 26.4)</td>
<td>(26.2, 27.9)</td>
<td>(27.8, 28.1)</td>
</tr>
</tbody>
</table>

### C. Real-case data experiment

The real case experiment supports evidence that denoising of low-sensing environment benefits from the proposed filtering solution. As seen in Table II, for extreme measurement error (e.g. $I_f$=50μs), the denoising performance is always 3-5 dB better with respect to the case when FPN is not properly addressed. The visual plots in Figs. 10, 11 reveal the performance boost by apparent sensing improvement and artifacts suppression. Obviously, the role of FPN starts to fade when sensed signal becomes stronger (e.g. $I_f$=200μs).

### V. Concluding remarks

By means of examples, we have shown the importance of removing the FPN from the measured data before a denoising algorithm is used. For the purpose of removing the FPN, we applied several filters designed with the proposed approach and compared their performance in terms of PSNR. Several good candidates have been identified that performed very well on both, the synthetic and real data. This indicates that additional constraints could be added to the FPN filter design that potentially could further improve the measured depth.

Finally, it is worth mentioning that although in this paper we illustrated the approach on one off-the-shelf ToF sensor, similar FPN appears in all ToF devices and as such the proposed approach can be used, with small adaptations, with any similar device.

![Fig. 7. Synthetic scene for low-sensing ToF sensing environment: (a) GT amplitude map, (b) GT range map, (c) FPN influence on measured depth (d) noise contamination; (zoomed region in black squares)](image)

![Fig. 8. FPN suppression using filter [20, 0.14] for the synthetic scene experiment: (a) filtered and (b) adapted filtering output, and their corresponding subsequently denoised versions (c), (d)](image)

![Fig. 9. Performance (PSNR) of NLM denoising method after suppression of FPN with filters of even order (first row) and odd order (second row) with adaptation (second column) and without adaptation (first column).](image)


Fig. 10. Performance of denoising methods for real-case scene data with respect to FPN suppression and for methods: (a) NLM, (b) sDCT, (c) BM3D, (d) HypBi, (e) LPA-ICI for (f) noisy input $I_f = 50\mu s$; and (g)-(l) corresponding outputs after FPN adaptive filtering

Fig. 11. Performance of denoising methods for real-case scene data with FPN suppression: (a) NLM, (b) sDCT, (c) BM3D, (d) HypBi, (e) LPA-ICI for (f) noisy input $I_f = 100\mu s$; and (g)-(l) corresponding outputs after FPN adaptive filtering