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ABSTRACT
Increasing interest has been expressed in lowering the barrier for research access. Several approaches exist, including more active communication on research, the use of social computing-oriented networking tools for researchers, parallel publishing of research publications, and the use of research management systems for collecting, managing, and publishing bibliographical data. In this paper, we target the first step of research access, namely the use of publication metadata available in current research information systems. More specifically, we will take an action design research approach to experiment how visual network analytics could be used to create additional value for bibliographical data. We will tap into the current research information system of a selected university to develop a prototype of a self-service co-authorship network visualization and engage with four researchers to identify the key requirements for taking such an approach and to explore the potential value that could be created with visual analytics of bibliographical data. We contribute a set of design guidelines to support the development of computational visual network analytics tools for research collaboration analyses using bibliographical data.

CCS Concepts
• Information systems → Data analytics; Reputation systems; Digital libraries and archives; Search interfaces;
• Human-centered computing → Empirical studies in visualization;
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1. INTRODUCTION
Despite the extensive discussion on digitalization, data-driven society, and digital infrastructures, the digital ecosystem for academic work is in its infancy. While the reasons for this slow development are beyond the scope of this paper, we suggest that the current transformation in the business models of the academic publishing industry is one of the main reasons for the slow uptake of digitalization.

The role of measurement and research data analytics is gaining importance in academic work. Therefore, academic institutions are developing or acquiring tools for managing research data. On one hand, this can be seen as the first step toward more open research practices. On the other hand, from the publishing industry’s viewpoint, the need for bibliographic data management opens up new business opportunities around bibliographic data.

In this paper, we report an action design research (ADR) experiment in which data sourced from an institutional bibliographic data repository is used to conduct visual network analytics on the co-authorship network of a university. The objective of this experiment is, first, to identify key requirements for developing analytical tools for academic work in self-service mode, that is, without support from academic institutions. Second, we engage with four researchers to explore the potential for creating additional value for open bibliographic data through analytics.

This paper reports the very first findings of an experiment that will continue over several rounds of iteration. The overall objective of the experiment is to design tools and supporting processes for utilizing visual network analytics as a means for the researcher and other university actors to investigate the social structures latent in bibliographic data available in current research information systems (CRIS) currently deployed in universities in Finland and around the world. In this experiment, we conduct the first round of the building-intervention-evaluation (BIE) cycle [38].

The overall objective of the experiment is to progress toward a system-level view of a university for actionable insights for individual researchers. In order to achieve this objective, we begin with the first draft of a specification for a holistic information system (IS) artifact, that is, an artifact that includes the information artifact, technology artifact, and social artifact. We will define the context more specifically as part of the methodology description in Section 3.

We begin this paper by laying the groundwork for self-service visual network analytics of university collaboration networks. We continue with a description of the methodology and related worldview we take in the experiment. Next, in Section 4, we review the key results from this first round

1 Current research information systems (CRIS) in Finland, see http://scienceport.tut.fi/automation/cris
of the experiment using the lenses of social, information, and technology artifacts. In Section 5, we discuss the results and define a set of design guidelines for metadata management for universities. Finally, we conclude with some general remarks.

2. BACKGROUND

This experiment draws from a number of existing bodies of knowledge and literature. In this section, we will cover the core parts of background knowledge. These include open linked data, linked data, application programming interfaces (APIs), resource-centric architecture, and data-driven visual network analytics.

2.1 Open linked data

Overall, in order to move forward with the quality and value-creation potential of bibliographical data, we point to two core sets of principles that should be applied when further developing the data management practices. The first set of principles stem from open data and the second from linked data.

Open science is an initiative to reintroduce openness and transparency to academic research. A number of dimensions are related to open science. From this investigation’s viewpoint, the access to academic literature is the key dimension. While open access publications and parallel publishing introduce a means for providing free access to scientific publications, the availability of the bibliographic data, that is, metadata on publications, including their authors, title, abstract, publication venue and other details, is imperative to managing large bodies of literature. However, despite extensive discussion on open science and digitalization, in practice “even publications are not described in a machine-understandable way” and “are not openly accessible” [20].

In recent years, governmental organizations have been adopting open data practices to add transparency and introduce opportunities for businesses, individual developers, and others to create value to government data. Essentially, open data has to meet three criteria [8]. First, the data must be available and accessible in a straightforward manner, at best freely downloadable from the Internet. Second, terms for using the data must be defined explicitly and in a way that allows reuse, redistribution, and remixing with other data. Third, universal participation to data use, reuse, and redistribution should be enabled. In addition to the three core criteria, the data should be distributed in open machine-processable format. Relatedly, the FAIR guiding principles for scientific data management and stewardship include four dimensions: data must be findable, accessible, interoperable, and reusable [45].

The second set of principles are drawn from linked data. Linked data refers to the use of the Web to create typed links between data from different sources [4]. Berners-Lee [3] defines four principles for linked data: use Uniform Resource Identifiers (URIs) as names for things; use HyperText Transfer Protocol (HTTP) URIs so that people can look up those names; when someone looks up a URI, provide useful information, using the standards, including Resource Description Framework (RDF) and SPARQL; and include links to other URIs, so that they can discover more things. In contempo-

2Open Definition 2.0, see http://opendefinition.org/od/2.0/en/

rary Web development, these principles are often implemented following the RESTful approach for developing Web APIs [32].

Linked science is an initiative to develop methods and practices that enable the interconnection of all scientific assets from data to methods and final publications [20]. Linked science goes beyond reproducible research where the objective is to publish data and analytical processes in a way that others can reproduce the results and develop them further [30, 31] to allow for aggregating and interconnecting sets—large or small—of scientific assets in an automated manner. Linked science draws from linked data and the practices of semantic web, web standards, open source software, web-based online environments, and cloud computing for “the legal and technical infrastructure by Creative Commons, and naturally also a joint effort by the scientific community and academic publishers” [21].

Open data is one of the cornerstones of open science, and moreover, bibliographic data is one of the core parts of open data for research. Open bibliographic data allows for the computational analysis of large quantities of scientific literature. Scientific practices that benefit from open bibliographic data include computational literature reviews, bibliometrics, and other means of scientometrics [24].

2.2 APIs and resource-centric architecture

In addition to open science, the presented experiment also draws from contemporary Web development. The architecture of contemporary Web applications routinely follows the RESTful approach, an architectural approach that is based on Roy Fielding’s [10] dissertation work on representational state transfer (REST). Importantly, REST defines a way to apply the HTTP protocol to interact with resources exposed through Web APIs [11]. Moreover, APIs are a key concept in Web 2.0, a compilation of practices that transformed the Web from a page-centric collection of documents to an “architecture of participation” [28] in which users create and share data with the help of a network of Web applications and communication among each other through APIs. For Web developers, Web APIs and the RESTful approach have introduced the means and scale to both take advantage of and to engineer to support serendipitous reuse, effectively making the Web “an expansive application framework” [44].

Recently, APIs have entered the stage related to discussion on platform economy [9]. Simply put, in platform economy, companies and organizations seek ways to allow other actors to co-create value to the services and products they offer. In the context of business ecosystems, an organization with a platform economy strategy is able to enable the genesis of an ecosystem that “condense[s] out of the original swirl of capital, customer interest, and talent generated by a new innovation, just as successful species spring from the natural resources of sunlight, water, and soil nutrients” [25]. In the context of digital academic ecosystems, however, the virtues rather include increased information flow, more intense collaboration, and a growing shared pool of data, tools, and other resources conducive to science.

2.3 Visual network analytics

In the network analysis approach, a phenomenon is modeled as a set of nodes and edges connecting the nodes. With a background in social network analysis (SNA), network analysis is a general method that provides a powerful way
to study complex systems of interacting objects” [46]. Visualization is an organic part of SNA [26] and network analysis in general [1]. Visual network analysis is a valuable method for investigating social configurations and for interactively communicating their findings to others [12].

In this paper, visual network analytics refers to taking a visual analytics [16, 42] approach to network analysis (cf. [18]). Visual analytics stresses the process-centric, interactive, and iterative nature of using visualizations in supporting data-driven investigations [16, 22]. Visual network analytics allows the emergence of insights on the structure and dynamics of business and innovation ecosystems [1], social media platforms [41], and other networked phenomena through the process of sensemaking.

The well-known mantra of visual information retrieval iterates over three phases: “Overview first, zoom and filter, then details-on-demand” [39]. In the context of visual network analytics, however, users may prefer to follow the process of “start with what you know, then grow” [15]. Visual analytics theory suggests that, at best, an investigator of a phenomenon is able to interact with all the phases of the process from view creation to exploration and refinement in an expressive manner [16].

Visual analytics is a particularly suitable approach for exploring new phenomena with a data-driven approach. A data-driven process for understanding the roles of the different agents of an innovation ecosystem allows for interactive discovery that supports both investigation and orchestration of innovation ecosystems [34]. Multiple perspectives on ecosystem structure and the structural positions of individual actors can be created and exchanged during the investigative process. With subsequent automation of data updates and tracking analyses, the assumptions and contingencies underlying decisions can be monitored for changes that would affect evidence-based conclusions, policy, and program directions.

Visual network analytics is an equally important method in linked science [20], bibliometrics, and its science-technology-innovation counterpart scientometrics [24] as well as science of science [37], the data-enabled approach to investigating the structure and dynamics of scientific processes. In this experiment, we investigate the ways individual researchers and university actors prefer to utilize visual network analytics in exploring the collaboration patterns between authors of scientific literature.

3. METHODOLOGY

This paper falls under the domain of IS research. IS researchers seek to develop a means to create value out of information for people, teams, and organizations [27]. Specifically, an ADR approach is taken in this paper. ADR is a recent variant of design science research [17, 29], the science of the artificial [40], where the focus in knowledge creation is on the design of human-made artifacts. Holistic IS research is interested in three interconnected dimensions or types of artifacts: social artifacts, information artifacts, and technology artifacts [23, 43].

On the epistemological and ontological level, this paper subscribes to a critical realist worldview that, according to Carlsson [7], provides a workable philosophical basis for design science research. Moreover, Bygstad and Munkvold [6] note that critical realism is an “alternative to positivist and interpretive IS research” and provide a straightforward definition: “Critical realism combines a realist ontology with an interpretive epistemology.” They go on to clarify that “although a real world exists, our knowledge of it is socially constructed and fallible” [6].

In more pragmatic terms, Bygstad and Munkvold [6] introduce critical realism as an approach to data analytics and claim that the analytics process should serve the objective of identifying the structures and mechanisms that exist within a phenomenon and surface as observable events. Further, they refer to Sayer [36] for a layered ontology of critical realism and a related research strategy that is composed of three layers: 1) events that are caused by 2) mechanisms driven by 3) the underlying structure of a phenomenon under investigation.

This paper reports the very first finding of an experiment that will continue over several rounds of iteration. The overall objective of the experiment is to design tools and supporting processes for utilizing visual network analytics as a means for the researcher and other university actors to investigate the social structures latent in bibliographic data available in current research information systems. In this experiment, we conduct the first BIE cycle [38].

We claim that ADR in general and the process of guided emergence [38] in particular are key to answering to the challenges of the epistemological stance of the socially constructed and fallible nature of the way we can create knowledge of the real world. In ADR, “the artifact emerges from interaction with the organizational context even when its initial design is guided by the researchers’ intent [38].”

The experiment presented in this paper is based on the interactive version of the network visualization shown in Figure 1. The visualization was used as a prototype, an early version of the self-service application that could serve as a minimum viable product (MVP) [33] that would allow collecting data on the ways researchers prefer to explore bibliographic data.

Four interviews were conducted during the BIE cycle. All the informants, one female and three male, work at the university for which the data for the visualization was collected. The one-hour interviews were conducted following the same general script. The interview started with a quick introduction to the dataset that was used to construct the network. Moreover, the network modeling principles that were applied in constructing the network were introduced. However, topics that the informants brought up during the interview were discussed to the extent that the delimitations of the experiment allowed.

In this experiment, the interviews were used as a low-barrier tool to identify the insights that the visual network analytics approach introduce as well as the requirements for data and the visualization process. In ADR terms, the interviews serve as a means to enable guided emergence.

4. RESULTS

In this section, we will cover the key insights from the experiment following the three dimensions of information system artifacts: social, information, and technology. The visualization in Figure 1 serves as the starting point of the investigation. The ultimate objective of this investigation is to develop a means for self-service visual network analytics in university collaboration. Therefore, we will first describe the social dimension, the key dimension in terms of the functional requirements. Second, we will discuss the information
Figure 1: Co-authorship network used in the experiment. Nodes represent authors, and edges represent co-authorship affiliations. Nodes are sized according to their betweenness value and colored to indicate their membership in associative clusters. Edge weight shows the number of articles a pair of authors have co-authored.
artifacts. Last, we will describe the technology artifacts that will enable the actual implementation.

4.1 Social artifact

The four informants subscribed to the value-creation potential of visual network analytics in exploring university co-authorship. A set of key observations that are related to visual co-authorship network analytics as social artifact are described next.

Before moving to investigate the contents of the networks, the informants expressed an interest in learning the specifics of the data used to create the network visualization—what is and what is not included in the data. We will discuss the mechanisms of collecting the data as part of the section on technological artifacts.

First, most informants were interested in locating themselves in the visualization. This is in line with the “start with what you know, then grow” principle that Heer and boyd [15] first introduced. We suggest that the presented approach serves as a measurement tool that gives researchers the means to quantify both their work and the larger context in which it takes place, in this experiment the university.

Second, the informants noted the value of the visualization in revealing latent social structures in university co-authorship. They were interested in investigating what defines the existing structure: organizational structure, existing or future research groups, shared research interests, or something else. One informant gave an example of a related actionable insight that the network view provides: A shared connection between the informant and a researcher whose work the informant is interested in can be used as a reason to approach the researcher and make an introduction.

Third, the network view inspired the informants to explore and to benchmark the ways other researchers operate and to investigate the impact of those ways of operation. Several potential questions were raised. Which kind of strategy leads into a large number of publications or high degrees of research impact, measured, for example, as the number of citations? Is the number of co-authors important? Does collaboration with international researchers make a difference?

Fourth, the network approach was seen as a valuable means to measure research activity at universities. Some informants suggested that measuring researcher performance on the basis of the amount of publications does not encourage collaboration between researchers representing different departments or other institutional units. If actors’ position in bridging the co-authorship or more general collaboration network was seen favorable, they might be more inclined to seek ways to collaborate. Existing research, indeed, does suggest that bridging structural holes is a good strategy for increasing creativity [5].

4.2 Information artifact

Two sets of information artifacts are at the core of university co-authorship network analytics. First, article metadata was the axiomatic information artifact used in this experiment. Second, collections of articles were compiled with the help of the search functionality of the bibliographic repository.

In the experiment reported in this paper, several issues were raised when processing article metadata. First, despite the fact that the CRIS in use has unique profiles for article authors, we noted that the author names exported from the repository are not unique. Second, organizational information on the authors, including their department and faculty, is not available. It is in fact not possible to differentiate those with affiliation to the university under investigation from those co-authors external to the university, national or international. Third, there is a cap of 1000 articles when exporting the articles from the CRIS. Moreover, the license for using the bibliographic data in applications is not given. All of these issues came up during the interviews with the informants.

4.3 Technology artifact

The technology artifact in this experiment was a quick and dirty implementation of data collection and transformation batch script for getting bibliographic data into network format. The batch script was implemented in Python using Pandas3 for processing tabular data and NetworkX 4 for constructing the network representation. The process roughly follows the ostinato model, a process model for data-driven visual network analytics [18]; however, due to the quick-and-dirty nature, the implementation as a whole is lightweight and indeed a simple minimum viable product.

The interactive network exploration platform Gephi [2] was used to conduct the sensemaking process. To move from quick-and-dirty to full self-service mode, we recommend using a Web-based visualization tool. A simple example of such a tool is GEXF.js that, however, insists on implementing the network layout algorithm as part of the pre-processing pipeline. Ecoights is an example of an advanced Web-based tool that can be used to explore network representations.

For a relatively lightweight and yet novel approach for utilizing visual network analytics to make sense of organizational bibliographic repositories, we propose exploring the options to implement a Web-based visualization service that can be fired up in a context-sensitive manner [35, 19]. We will next briefly describe such an implementation. In order to select the articles to be analyzed, the user starts in a regular manner with the search service of the repository. A preferred set of articles is filtered in with a keyword search as well as using the advanced search options, including filters using publication data, the availability of full-text publications, and other features available in article metadata. After a set of articles of interest to the user is selected and appear as search results, the user clicks a bookmarklet, that is, an intelligent bookmark capable of collecting contextual data, that launches the visualization. Behind the scenes, the visualization tool connects with the bibliographic repository to collect the data in a machine-processable format or, alternatively, performs a set of crawling and scraping steps required to collect the data (cf. [18]). A visualization of the co-authorship network opens in a browser and, importantly, the user is able to download the data in formats that self-service network analytics tools, including NodeXL [14] and Gephi, are able to import.

Moreover and importantly, in order to conduct self-service analytics in a straightforward manner, several requirements must be met. Accessing sets of articles computationally is imperative. Currently, the bibliographic repository supports exporting a maximum of 1000 articles in a limited number

---

3Python Data Analysis Library, see http://pandas.pydata.org/
4NetworkX, see https://networkx.github.io/
of formats. For computational analytics, RIS and BibTeX are very likely the most suitable formats. From software development viewpoint, we next give a brief description of a more suitable setup for article access: performing queries and fetching article metadata through a well-documented API following the REST principles. Article metadata representations should be available in JSON and XML.

5. DISCUSSION AND FUTURE WORK

Gregor and Hevner [13] suggest that “with socio-technical artifacts in IS, when the design is complex in terms of the size of the artifact and the number of components (social and technical), then explicit extraction of design principles” a may be included in the discussion section of a scientific publication. We will follow this instruction in this section and for reasons of brevity and tractability concentrate on design principle extraction. The following is the first draft of a set of design principles, which describes the development of university article metadata repositories in a way that supports the development of visual network analytics tools in a self-service mode, that is, without the need to contact, negotiate, or in any way work with university representatives in order to create value for metadata:

1. Release the bibliographical data with a specific open data license. Creative Commons 4.0 is the recommended to be used, for example, in Finland.5
2. Provide a REST interface for accessing metadata on individual articles and authors.
3. Provide a REST interface for the search. Support a rich set of search parameters for selecting sets of data.
4. Provide complete data on articles and other entities in JSON and XML in addition to traditional bibliographic formats including BibTeX and RIS.
5. Provide unique identifiers for articles, authors, and organizational and other entities to ensure referential integrity.
6. Apply linked data practices to support traversing the metadata. Unique identifiers and entity-specific access through systematic URI schema are key here.
7. Do not limit the number of articles that can be fetched from the repository.
8. To enable the launch of external, third-party visual analytics tools, equip search result representations with machine-readable means to access results data in a computational manner.

In order to ensure that the access mechanism for bibliographic data allows for computation access in self-service mode, work in collaboration with early adopters. You may consider starting with a minimum viable API and implement new features following user feedback.

6. CONCLUDING REMARKS

In this paper, we reported the first round of action design research investigating how researchers and other academic actors prefer to explore bibliographical data available in current research information systems.

5Recommendation for open data licensing (in Finnish): http://www.jhs-suositukset.fi/suomi/jhs189

In order to add to the value-creation potential from the bibliographical and other science, technology, and innovation data collected into current research information systems, we developed an early prototype of a visual network analytics tool for exploring co-authorship networks on the basis of bibliographical data and engaged with four experienced researchers to investigate their preferences as well as the requirements that stem from both the implementation of the data-processing pipeline and the requirements the researchers expressed.

On the basis of the first experiment, we claim that value-creation potential exists in the presented approach. Researchers find visual network analytics useful for finding new potential collaborators, observing collaboration patterns beyond the institutional structure latent in the data as well as for analyzing and, perhaps, measuring universities at the ecosystem level.

In order to enable visual network analytics, however, the existing CRIS functionality has to be developed further. Imperatively, universities must adopt linked open data practices in order to enable the use, reuse and redistribution of bibliographical data. This is the minimal starting point. Moreover, in order to enable the development of computational tools that assist researchers and other university actors in gaining insights on, for example, collaboration patterns within universities, contemporary Web development practices, including the RESTful approach, must be applied in serving bibliographic data.

Knowing that the role of data and analytics is growing in importance in most streams of academic research including computational social science and digital humanities, we have no doubt that there is a growing demand in bibliographical data access for conducting computational literature reviews, analyzing academic ecosystems for new knowledge and potential collaborators, and applying the practices of bibliometrics and linked open science. Therefore, we conclude with the strongest possible recommendation for university policy makers to step into the open science sphere. Providing open linked CRIS data is an intuitive first step.
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